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This worked examples text is intended primarily as a companion to the second edition of the textbook *Nonlinear Continuum Mechanics for Finite Element Analysis* by Javier Bonet and Richard D. Wood. However, to be reasonably self-contained, where necessary key equations from the textbook are replicated in each chapter.

Textbook equation numbers given at the beginning of each chapter are indicated in square brackets.

Exercises are presented in a mix of direct (tensor), matrix, or indicial notation, whichever provides the greater clarity. Indicial notation is used only when strictly necessary and with summations clearly indicated.

The textbook is augmented by a website, www.flagshyp.com, which contains corrections, software, and sample input data. Updates to this worked examples text will also be included on the website as necessary.
CHAPTER ONE

INTRODUCTION

In this chapter a number of very simple rigid link-spring structures are considered which illustrate many features of nonlinear behavior often associated with more complex structures.

EXAMPLE 1.1

The structure shown in Figure 1.1 comprises a rigid weightless rod \( a - b \) supported by a spring of stiffness \( k \). The force \( F \) is positive downward as is the vertical displacement \( v \).

(a) Find the equilibrium equation relating \( F \) to the slope angle \( \theta \) and then plot \( F \) against the vertical displacement \( v \).

(b) Also determine the directional derivative of \( F \) with respect to a change \( \beta \) in \( \theta \).

This simple example illustrates the phenomenon known as snap-through behavior.

Solution

(a) When considering a finite deformation problem, the equilibrium equation must be established in the deformed position. Consideration of the vertical equilibrium of joint \( a \) gives

\[
F = T \sin \theta ; \quad T = \frac{F}{\sin \theta},
\]

(1.1)
where $T$ is the compressive force in the rod $ab$. The horizontal equilibrium equation for joint $b$ is found in terms of the tensile force in the spring $S = ku$ as

$$T \cos \theta = S. \quad (1.2)$$

Geometrical considerations yield the displacements $u$ and $v$ in terms of the deformed angle $\theta$ as

$$u = 10 \cos \theta - 6; \quad v = 8 - 10 \sin \theta. \quad (1.3)$$

Substituting Equation (1.1) into Equation (1.2) gives $F$ as a function of $\theta$ as

$$F = k \tan \theta (10 \cos \theta - 6), \quad (1.4)$$

which together with Equation (1.3) enables Figure 1.2 to be drawn.

Note that all points on the plot in Figure 1.2 represent positions of equilibrium. Also observe that for some values of $F$ three equilibrium positions are possible. Indeed, it will be seen in Chapter 3 that multiple positions often are in equilibrium for a given load.

Although not demonstrated here, the positions between the upper and lower peaks are positions of unstable equilibrium. The plot is drawn by
choosing a value of $\theta$ and calculating $F$ and $v$; however in practice it is more likely that the force $F$ will determine the value of $\theta$ and hence $v$. The resulting nonlinear solution technique will involve the determination of $v$ as $F$ is gradually incremented at least until the first peak is reached at about $v \approx 2.5$ when a small increase in $F$ will result in a solution in the region of $v \approx 16.5$. This sudden movement (dynamic in reality) is called snap-through behavior. Although shallow domes can exhibit such undesirable behavior, snap-through behavior is beneficially employed in everyday life, in light switches, bottle caps, children’s hair clips, and many other applications.

(b) The single degree of freedom nature of this example enables nonlinear solutions to be discovered extremely easily, however in reality this is not the case and nonlinear solution techniques need to be devised. Here the Newton–Raphson iterative procedure predominates, which requires the concept of linearization of a nonlinear function which involves the directional derivative. Examples of the directional derivative are presented in some detail in the next chapter, but a brief example is included here.
The directional derivative is a general concept involving the change in a mathematical entity, for example, an integral, matrix, or tensor due to a change in a variable upon which that entity depends. The notion of a “directed” change is illustrated by inquiring about the change of the determinant of a matrix $A$ as $A$ changes in the “direction” $U$, where $U$ is a matter of choice, i.e., direction. Unfortunately, in this single degree of freedom example the directional derivative loses this generality.

The formal definition of the directional derivative of $F$ in the direction $\beta$, is given from Equation (1.4) as

$$D(F)[\beta] = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} k \tan(\theta + \epsilon \beta)(10 \cos(\theta + \epsilon \beta) - 6),$$

(1.5)

giving

$$D(F)[\beta] = k \left[ (10 \cos(\theta + \epsilon \beta) - 6) \sec^2(\theta + \epsilon \beta) \beta 
+ k (\tan(\theta + \epsilon \beta)(-10 \sin(\theta + \epsilon \beta))) \beta \right]_{\epsilon=0}$$

(1.6a)

$$= K(\theta) \beta,$$

(1.6b)

where $K(\theta) = k \left( (10 \cos \theta - 6) \sec^2 \theta - 10 \tan \theta \sin \theta \right).$

(1.6c)

Insofar as Equation (1.6b) is the change in $F$ at some position $\theta$ due to a change $\beta$, then $K(\theta)$ is the stiffness at position $\theta$.

**EXAMPLE 1.2**

Figure 1.3 shows a weightless rigid column supported by a torsion spring at the base. In the unloaded position the column has an initial imperfection of $\theta_0$. The length of the column is 10, the torsional stiffness 10, and the initial imperfection is $\theta_0 = 0.01$ rads. This example is a simple model of the nonlinear behavior of a vertical column under the action of an axial load.

(a) Find the rotational equilibrium equation and plot the force $P$ against the lateral displacement $u$.

(b) Linearize the equilibrium equation and set out in outline a Newton–Raphson procedure to solve the equilibrium equation.

(c) Write a computer program to implement the Newton–Raphson solution.
Solution

(a) The equilibrium equation is easily found by taking moments about the base to give

\[ k(\theta - \theta_0) = PL \sin \theta. \] (1.7)

To plot \( P \) against \( u \) for the given values of \( k, L, \) and \( \theta_0 \), simply choose a value of \( \theta \) and solve for \( P \) to give

\[ P = \frac{k}{L \sin \theta} (\theta - \theta_0); \quad u = L \sin \theta. \] (1.8)

This is shown in Figure 1.4. For a perfect column \( \theta_0 = 0 \) and for small angles \( \theta \) the equilibrium equation approximates as \((k - PL)\theta = 0\). Since \( \theta \neq 0 \), then \( P = k/L \), which for this structure is the classical buckling load \( P_{\text{critical}} = 1 \). Observe that the exact nonlinear solution clearly shows that in the region of \( P_{\text{critical}} \) a small increase in load produces a large increase in deflection.

(b) In order to conform with the nomenclature used in the program given below, the internal (resisting) moment and external (applied) moment are written as

\[ T(\theta) = k(\theta - \theta_0); \quad F = PL \sin \theta. \] (1.9)

This enables the equilibrium Equation (1.7) to be rewritten in terms of a residual moment \( R(\theta) \) suitable for the development of the Newton–Raphson
procedure as

\[ R(\theta) = T(\theta) - F = 0. \] (1.10)

For a given applied force \( P \), the residual moment \( R(\theta) \) is the error in the equilibrium equation due to an incorrect choice of \( \theta \). The Newton–Raphson procedure seeks to systematically correct this incorrect choice in order to satisfy the equilibrium equation. To this end, Equation (1.10) is linearized as follows:

\[ R(\theta + \Delta \theta) \approx R(\theta) + K(\theta) \Delta \theta = 0. \] (1.11)

where \( K(\theta) = DR(\theta)[\Delta \theta] \) is the directional derivative of \( R(\theta) \) in the direction \( \Delta \theta \) which is found as

\[
DR(\theta)[\Delta \theta] = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} [k(\theta + \epsilon \Delta \theta - \theta_0) - PL \sin(\theta + \epsilon \Delta \theta)]
\] (1.12a)

\[
= [k \Delta \theta - PL \cos(\theta + \epsilon \Delta \theta) \Delta \theta]_{\epsilon=0}
\] (1.12b)

\[
= (k - PL \cos \theta) \Delta \theta = K(\theta) \Delta \theta.
\] (1.12c)
A schematic nonlinear solution can now be established using the Newton–Raphson procedure. The force $P$ is applied in a series of increments in order to trace out the complete equilibrium path. The Newton–Raphson iteration is contained within the DO WHILE loop.*

**BOX 1.1: Newton-Raphson Algorithm for column problem**

- **INPUT** $L, k, \theta_0, \Delta P$ and solution parameters (tolerance)
- **INITIALIZE** $P = 0, \theta = \theta_0$ (initial geometry), $R(\theta) = 0$
- **FIND** initial $K(\theta)$
- **LOOP** over load increments
  - **SET** $P = P + \Delta P$
  - **SET** $R = T(\theta) - F$
  - **DO WHILE** ($\|R(\theta)\|/\|F\| > $ tolerance)
    - **SOLVE** $K(\theta)\Delta \theta = -R(\theta)$
    - **UPDATE** $\theta = \theta + \Delta \theta$
    - **FIND** $T(\theta)$ and $K(\theta)$
    - **FIND** $R(\theta) = T(\theta) - F$
  - **ENDDO**
- **ENDLOOP**

(c) The schematic nonlinear solution procedure given above is expanded into the FORTRAN program that follows. The nomenclature is largely self-explanatory and follows the symbols used in Equations (1.9) to (1.12c) with the exception that stiff=$K$.

**Computer Program for column problem**

```fortran
program Newton Raphson
! NR program for eccentric simple column
implicit real*8(a-h,o-z)
open(10,file='column.out',status='unknown',form='formatted')
data c
tolerance=1.0e-06
spring=10.0
```

* In Box 1.1 in the textbook, any remaining residual $R(\theta)$ less than the tolerance is carried over into the next load increment.
slength=10.0
theta0=0.01
finc=0.02
ninc=200
miter=20

c initialization
force=0.0
residual=0.0
theta=theta0
stiff=spring-force*slength*cos(theta)
write(10,’(i5,4f10.5,i5)’)0,
&   theta,force,slength*sin(theta),force,0

c load loop
   do incrm=1,ninc
      force=force+finc
      t_internal=spring*(theta-theta0)
      f_external=force*slength*sin(theta)
      residual=t_internal-f_external
   c N-R iteration loop
      niter=0
      do while((abs(residual).gt.tolerance).and.(niter.lt.miter))
         niter=niter+1
         dtheta=-residual/stiff
         theta=theta+dtheta
         t_internal=spring*(theta-theta0)
         f_external=force*slength*sin(theta)
         residual=t_internal-f_external
         stiff=spring-force*slength*cos(theta)
      enddo
      if(niter.ge.miter)then
         print *, incrm,’ no convergence’
      endif
      write(10,’(i5,4f10.5,i5)’)incrm,
        &   theta,force,slength*sin(theta),force,niter
   enddo
   close (10)
stop
end
This chapter presents worked solutions to problems involving vector and tensor algebra, linearization, and the concept of the directional derivative and basic tensor analysis expressions.

**Equation summary**

Scalar (dot) product [2.5]

\[ \mathbf{u} \cdot \mathbf{v} = \left( \sum_{i=1}^{3} u_i \mathbf{e}_i \right) \cdot \left( \sum_{j=1}^{3} v_j \mathbf{e}_j \right) \]

\[ = \sum_{i,j=1}^{3} u_i v_j (\mathbf{e}_i \cdot \mathbf{e}_j) \]

\[ = \sum_{i=1}^{3} u_i v_i = \mathbf{v} \cdot \mathbf{u}. \]  

(2.1)

Transformation of Cartesian axes [2.10, 11a]

\[ Q_{ij} = \mathbf{e}_i \cdot \mathbf{e}'_j, \]  

(2.2a)

\[ \mathbf{e}'_j = \sum_{i=1}^{3} (\mathbf{e}'_j \cdot \mathbf{e}_i) \mathbf{e}_i = \sum_{i=1}^{3} Q_{ij} \mathbf{e}_i. \]  

(2.2b)
Identity tensor [2.30a,b]

\[ I = \sum_{i=1}^{3} e_i \otimes e_i \quad \text{or} \quad I = \sum_{i,j=1}^{3} \delta_{ij} e_i \otimes e_j. \quad (2.3) \]

Tensor product components [Example 2.3]

\[
(u \otimes v) = \left( \sum_{i=1}^{3} u_i e_i \right) \otimes \left( \sum_{j=1}^{3} v_j e_j \right)
= \sum_{i,j=1}^{3} u_i v_j e_i \otimes e_j. \quad (2.4)
\]

Alternative Cartesian basis for second-order tensor [2.41]

\[ S = \sum_{i,j=1}^{3} S_{ij} e_i \otimes e_j = \sum_{i,j=1}^{3} S_{ij}' e_i' \otimes e_j'. \quad (2.5) \]

Alternative tensor components [2.42]

\[ [S]' = [Q]^T [S][Q] \quad \text{or} \quad S_{ij}' = \sum_{k,l=1}^{3} Q_{ki} S_{kl} Q_{lj}. \quad (2.6) \]

Properties of the double product and trace of two tensors [2.51]

\[ A : B = \text{tr}(A^T B) = \text{tr}(B A^T) = \text{tr}(B^T A) = \text{tr}(A B^T) \]
\[ = \sum_{i,j=1}^{3} A_{ij} B_{ij}. \quad (2.7a) \]

\[ = \sum_{i,j=1}^{3} A_{ij} B_{ij}. \quad (2.7b) \]

Symmetric second-order tensor in principal directions [2.59]

\[ S = \sum_{i=1}^{3} \lambda_i n_i \otimes n_i. \quad (2.8) \]

Cartesian basis for third-order tensor [2.64]

\[ \mathcal{A} = \sum_{i,j,k=1}^{3} A_{ijk} e_i \otimes e_j \otimes e_k. \quad (2.9) \]
Directional derivative of a general nonlinear function $\mathcal{F}(\mathbf{x})$ at $\mathbf{x}_0$ in the direction of $\mathbf{u}$ [2.101]

$$D\mathcal{F}(\mathbf{x}_0)[\mathbf{u}] = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \mathcal{F}(\mathbf{x}_0 + \epsilon \mathbf{u}).$$  

(2.10)

Gradient of a scalar [2.128]

$$\nabla f = \frac{\partial f}{\partial \mathbf{x}}.$$  

(2.11)

Gradient of a vector [2.130]

$$\nabla \mathbf{v} = \sum_{i,j=1}^{3} \frac{\partial v_i}{\partial x_j} \mathbf{e}_i \otimes \mathbf{e}_j; \quad \nabla \mathbf{v} = \frac{\partial \mathbf{v}}{\partial \mathbf{x}}.$$  

(2.12)

Divergence of a vector [2.131]

$$\text{div} \mathbf{v} = \text{tr} \nabla \mathbf{v} = \nabla \cdot \mathbf{v} = \sum_{i=1}^{3} \frac{\partial v_i}{\partial x_i}.$$  

(2.13)

Gauss or divergence theorem for a vector field $\mathbf{v}$ [2.138]

$$\int_V \text{div} \mathbf{v} \, dV = \int_{\partial V} \mathbf{v} \cdot \mathbf{n} \, dA.$$  

(2.14)

EXAMPLE 2.1: Textbook Exercise 2.1

The second-order tensor $\mathbf{P}$ maps any vector $\mathbf{u}$ to its projection on a plane passing through the origin and with unit normal $\mathbf{a}$. Show that:

$$P_{ij} = \delta_{ij} - a_i a_j; \quad \mathbf{P} = \mathbf{I} - \mathbf{a} \otimes \mathbf{a}.$$  

Show that the invariants of $\mathbf{P}$ are $I_P = II_P = 2$, $III_P = 0$, and find the eigenvalues and eigenvectors of $\mathbf{P}$.

Solution

Let the unit normal to the plane $\Pi$ be $\mathbf{a}$ and $\mathbf{u}_{\text{proj}}$ be the projection of the vector $\mathbf{u}$ on this plane. Consequently,

$$\mathbf{u}_{\text{proj}} = \mathbf{u} - (\mathbf{u} \cdot \mathbf{a}) \mathbf{a},$$  

(2.15)
which can be rewritten as
\[
\mathbf{u}_{\text{proj}} = \mathbf{I}ω - (\mathbf{a} \otimes \mathbf{a})\mathbf{u}
= (\mathbf{I} - \mathbf{a} \otimes \mathbf{a})\mathbf{u}.
\] (2.16)

By defining \( \mathbf{P} := \mathbf{I} - \mathbf{a} \otimes \mathbf{a} \) it can be seen that the second-order tensor \( \mathbf{P} \) projects the vector \( \mathbf{u} \) onto the plane \( \Pi \) as
\[
\mathbf{P}ω = (\mathbf{I} - \mathbf{a} \otimes \mathbf{a})\mathbf{u}
= \mathbf{u}_{\text{proj}},
\] (2.17)
which in index notation becomes
\[
(u_{\text{proj}})_i = P_{ij}u_j
= u_i - u_ja_ia_j,
\] (2.18)
where \( P_{ij} = (\delta_{ij} - a_ia_j) \). To consider the invariants of the second-order tensor \( \mathbf{P} \), define a triad of orthonormal vectors as \( \{\mathbf{a}, \mathbf{b}, \mathbf{c}\} \) where \( \mathbf{a} \) is the unit normal to the plane \( \Pi \) as given above. Employing Equation (2.3a,b) the identity tensor can be written as
\[
\mathbf{I} = \mathbf{a} \otimes \mathbf{a} + \mathbf{b} \otimes \mathbf{b} + \mathbf{c} \otimes \mathbf{c},
\] (2.19)
which enables the projection tensor \( \mathbf{P} \) to be expressed as
\[
\mathbf{P} = \mathbf{I} - \mathbf{a} \otimes \mathbf{a}
= \mathbf{b} \otimes \mathbf{b} + \mathbf{c} \otimes \mathbf{c}.
\] (2.20)

From the above equation \( \mathbf{P} \) is obviously symmetric. Equation (2.8) implies that \( \mathbf{P} \) has unique eigenvalues and eigenvectors, and, rewriting Equation (2.20) (pedantically) as
\[
\mathbf{P} = 1(\mathbf{b} \otimes \mathbf{b}) + 1(\mathbf{c} \otimes \mathbf{c}) + 0(\mathbf{a} \otimes \mathbf{a}),
\] (2.21)
it can be seen that \( \mathbf{P} \) will have three eigenvalues: \( \lambda_1 = 1, \lambda_2 = 1, \) and \( \lambda_3 = 0 \) together with three corresponding eigenvectors \( \mathbf{n}_1 = \mathbf{b} \mathbf{n}_2 = \mathbf{c}, \) and \( \mathbf{n}_3 \) normal to \( \mathbf{b} \) and \( \mathbf{c} \). The invariants can now be enumerated as
\[
I_P = \text{tr}(\mathbf{P}) = \sum_{i=1}^{3} \lambda_i = 2,
\] (2.22a)
\[
II_P = \mathbf{P} : \mathbf{P} = \sum_{i=1}^{3} \lambda_i^2 = 2,
\] (2.22b)
\[
III_P = \det(\mathbf{P}) = \lambda_1\lambda_2\lambda_3 = 0.
\] (2.22c)
EXAMPLE 2.2: Textbook Exercise 2.2

Using a procedure similar to that employed in Equations (2.5) and (2.6), obtain transformation equations for the components of third- and fourth-order tensors in two sets of bases $e_i$ and $e'_i$ that are related by the 3-D transformation tensor $Q$ with components $Q_{ij} = e_i \cdot e'_j$.

**Solution**

Define a third-order tensor $\mathcal{G}$ which can be expressed in terms of two different bases $e_i$ and $e'_i$, where $i = 1, 2, 3$. Using Equation (2.9), $\mathcal{G}$ can be expressed in the two bases as

$$\mathcal{G} = \sum_{i,j,k=1}^{3} G_{ijk} e_i \otimes e_j \otimes e_k,$$

(2.23a)

$$\mathcal{G} = \sum_{i,j,k=1}^{3} G'_{ijk} e'_i \otimes e'_j \otimes e'_k.$$  

(2.23b)

Using Equations (2.2) the alternative bases can be related as

$$e'_i = \sum_{j=1}^{3} Q_{ji} e_j \quad \text{where} \quad Q_{ij} = e_i \cdot e'_j.$$  

(2.24)

Substituting the above equation into Equation (2.23) yields

$$\mathcal{G} = \sum_{i,j,k=1}^{3} G'_{ijk} \left( \sum_{l=1}^{3} Q_{li} e_l \right) \otimes \left( \sum_{m=1}^{3} Q_{mj} e_m \right) \otimes \left( \sum_{n=1}^{3} Q_{nk} e_n \right)$$

$$= \sum_{l,m,n=1}^{3} \left( \sum_{i,j,k=1}^{3} G'_{ijk} Q_{li} Q_{mj} Q_{nk} \right) e_l \otimes e_m \otimes e_n$$

$$= \sum_{l,m,n=1}^{3} \mathcal{G}_{lmn} e_l \otimes e_m \otimes e_n,$$

(2.25)

where

$$\mathcal{G}_{lmn} = \sum_{i,j,k=1}^{3} G'_{ijk} Q_{li} Q_{mj} Q_{nk}.$$  

(2.26)
The same expressions can be straightforwardly obtained for a general fourth-order tensor $\mathbf{H}$ as

$$\mathbf{H} = \sum_{i,j,k,l=1}^{3} \mathbf{H}_{ijkl} e_i \otimes e_j \otimes e_k \otimes e_l,$$  \hspace{1cm} (2.27a)

$$\mathbf{H} = \sum_{i,j,k,l=1}^{3} \mathbf{H}'_{ijkl} e'_i \otimes e'_j \otimes e'_k \otimes e'_l,$$  \hspace{1cm} (2.27b)

where

$$\mathbf{H}'_{ijkl} = \sum_{m,n,p,q=1}^{3} \mathbf{H}_{mnpq} Q_{mi} Q_{nj} Q_{pk} Q_{ql},$$  \hspace{1cm} (2.28a)

$$\mathbf{H}_{ijkl} = \sum_{m,n,p,q=1}^{3} \mathbf{H}'_{mnpq} Q_{im} Q_{jn} Q_{kp} Q_{lq}.$$  \hspace{1cm} (2.28b)

**EXAMPLE 2.3: Textbook Exercise 2.3**

If $L$ and $l$ are initial and current lengths, respectively, of an axial rod, the associated Engineering, Logarithmic, Green, and Almansi strains given in Section 1.3.1 are

$$\varepsilon_E(l) = \frac{l - L}{L}; \quad \varepsilon_L(l) = \ln \frac{l}{L}; \quad \varepsilon_G(l) = \frac{l^2 - L^2}{2L^2};$$

$$\varepsilon_A(l) = \frac{l^2 - L^2}{2l^2}.$$  \hspace{1cm} (2.22)

Find the directional derivatives $D\varepsilon_E(l)[u]$, $D\varepsilon_L(l)[u]$, $D\varepsilon_G(l)[u]$, and $D\varepsilon_A(l)[u]$ where $u$ is a small increment in the length $l$.

**Solution**

Using Equation (2.10) gives

$$D\varepsilon_E(l)[u] = \frac{d}{du} \left|_{\epsilon=0} \left( \frac{l +\epsilon u}{L} - \frac{L}{L} \right) = \frac{u}{L} \right.$$  \hspace{1cm} (2.29a)

$$D\varepsilon_L(l)[u] = \frac{d}{du} \left|_{\epsilon=0} \left( \ln(l +\epsilon u) - \ln(L) \right) \right.$$  

$$= \left( \frac{u}{l + \epsilon u} \right) \Big|_{\epsilon=0} = \frac{u}{l}.$$  \hspace{1cm} (2.29b)
MATHEMATICAL PRELIMINARIES

\[ Dε_G(l)[u] = \frac{d}{dε} \bigg|_{ε=0} \frac{(l + εu)^2 - L^2}{2L^2} \]

\[ = \frac{2(l + εu)u}{2L^2} \bigg|_{ε=0} \]

\[ = \frac{ul}{L^2} = \left( \frac{l}{L} \right) \left( \frac{u}{l} \right) \left( \frac{l}{L} \right). \]  

(2.29c)

Observe that this is analogous to textbook Equation (4.72) \( DE[u] = F^T εF \) where \( F = l/L \). Finally,

\[ Dε_A(l)[u] = \frac{d}{dε} \bigg|_{ε=0} \frac{(l + εu)^2 - L^2}{2(l + εu)^2} \]

\[ = \frac{d}{dε} \bigg|_{ε=0} \left( \frac{1}{2} - \frac{L^2}{2} (l + εu)^{-2} \right) \]

\[ = \frac{L^2u}{(l + εu)^3} \bigg|_{ε=0} \]

\[ = \frac{L^2u}{l^3} = \left( \frac{L}{l} \right) \left( \frac{u}{l} \right) \left( \frac{L}{l} \right). \]  

(2.30)

EXAMPLE 2.4: Textbook Exercise 2.4

Given any second-order tensor \( S \), linearize the expression \( S^2 = SS \) in the direction of an increment \( U \).

Solution

\[ DS^2[U] = \frac{d}{dε} \bigg|_{ε=0} (S + εU)(S + εU) \]

\[ = \frac{d}{dε} \bigg|_{ε=0} (SS + εUS + εSU + ε^2UU) \]

\[ = (US + SU + 2εUU) \bigg|_{ε=0} \]

\[ = US + SU. \]  

(2.31)
EXAMPLE 2.5: Textbook Exercise 2.5

Consider a functional \( I \) that when applied to the function \( y(x) \) gives the integral:

\[
I(y(x)) = \int_a^b f(x, y, y') \, dx,
\]

where \( f \) is a general expression involving \( x \), \( y(x) \) and the derivative \( y'(x) = dy/dx \). Show that the function \( y(x) \) that renders the above functional stationary and satisfies the boundary conditions \( y(a) = y_a \) and \( y(b) = y_b \) is the solution of the following Euler–Lagrange differential equation:

\[
\frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) - \frac{\partial f}{\partial y} = 0.
\]

**Solution**

The stationarity of the functional is achieved by making the directional derivative of \( I(y(x)) \) in the direction of \( w(x) \) equal to zero. Here \( w(x) \) can be considered as a variation of the function \( y(x) \) with \( w(a) = w(b) = 0 \), see Figure 2.1. Hence

\[
DI(y(x))[w(x)] = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} I(y(x) + \epsilon w(x)) = 0.
\]
Consequently,
\[
\frac{d}{d\epsilon} \bigg|_{\epsilon=0} I(y(x) + \epsilon w(x)) = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \left[ \int_{a}^{b} f(x, s(x, \epsilon), t(x, \epsilon) \, dx \right],
\]
(2.33)

where
\[
s(x, \epsilon) = y(x) + \epsilon w(x), \quad (2.34a)
\]
\[
t(x, \epsilon) = y'(x) + \epsilon w'(x). \quad (2.34b)
\]
Hence
\[
\frac{d}{d\epsilon} \bigg|_{\epsilon=0} I(y(x) + \epsilon w(x)) = \int_{a}^{b} \frac{\partial}{\partial \epsilon} \bigg|_{\epsilon=0} \left[ f(x, s(x, \epsilon), t(x, \epsilon)) \right] \, dx.
\]
(2.35)

Applying the chain rule to the term inside the integral in Equation (2.35) gives
\[
\frac{\partial}{\partial \epsilon} \bigg|_{\epsilon=0} \left[ f(x, s(x, \epsilon), t(x, \epsilon)) \right] = \left( \frac{\partial f}{\partial s} \frac{\partial s}{\partial \epsilon} + \frac{\partial f}{\partial t} \frac{\partial t}{\partial \epsilon} \right) \bigg|_{\epsilon=0}
\]
\[
= \frac{\partial f}{\partial y} w(x) + \frac{\partial f}{\partial y'} w'(x), \quad (2.36)
\]
enabling Equation (2.33) to be written as
\[
\int_{a}^{b} \frac{\partial}{\partial \epsilon} \bigg|_{\epsilon=0} \left[ f(x, s(x, \epsilon), t(x, \epsilon)) \right] \, dx = \int_{a}^{b} \left[ \frac{\partial f}{\partial y} w(x) + \frac{\partial f}{\partial y'} w'(x) \right] \, dx.
\]
(2.37)

Integrating the second term in the right-hand side of Equation (2.37) by parts gives
\[
\int_{a}^{b} \frac{\partial f}{\partial y'} w'(x) \, dx = \left[ \frac{\partial f}{\partial y'} w(x) \right]_{a}^{b} - \int_{a}^{b} w(x) \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) \, dx.
\]
(2.38)

Since the boundary conditions \( w(a) = w(b) = 0 \), the first term above is zero and Equation (2.37) can be rewritten as
\[
\int_{a}^{b} \frac{\partial}{\partial \epsilon} \bigg|_{\epsilon=0} \left[ f(x, s(x, \epsilon), t(x, \epsilon)) \right] \, dx
\]
\[
= \int_{a}^{b} w(x) \left[ \frac{\partial f}{\partial y} - \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) \right] \, dx
\]
(2.39)
Finally the stationarity condition Equation (2.32) can be expressed as

\[ DI(y(x))[w(x)] = \int_a^b w(x) \left[ \frac{\partial f}{\partial y} - \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) \right] dx = 0 \quad (2.40) \]

for any function \( w(x) \); consequently,

\[ \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) - \frac{\partial f}{\partial y} = 0. \quad (2.41) \]

**EXAMPLE 2.6: Textbook Exercise 2.6**

Prove textbook Equations (2.135a–g) following the procedure shown in Example 2.11.

\[
\begin{align*}
\nabla (fv) &= f \nabla v + v \otimes \nabla f \\
\text{div } (fv) &= f \text{div } v + v \cdot \nabla f \\
\nabla (v \cdot w) &= (\nabla v)^T w + (\nabla w)^T v \\
\text{div } (v \otimes w) &= v \text{div } w + (\nabla v)w \\
\text{div } (S^T v) &= S : \nabla v + v \cdot \text{div } S \\
\text{div } (fS) &= f \text{div } S + S \nabla f \\
\nabla (fS) &= f \nabla S + S \otimes \nabla f.
\end{align*}
\]

**(2.42a–g)**

**Solution**

For Equation (2.42a) using Equation (2.12) express \( \nabla (fv) \) in indicial notation to give

\[
\begin{align*}
\nabla (fv) &= \sum_{i,j=1}^3 \frac{\partial}{\partial x_j} \left( \sum_{i=1}^3 f v_i e_i \right) \otimes e_j \\
&= \sum_{i,j=1}^3 \frac{\partial}{\partial x_j} (fv_i) e_i \otimes e_j \\
&= \sum_{i,j=1}^3 f \frac{\partial v_i}{\partial x_j} e_i \otimes e_j + \sum_{i,j=1}^3 \frac{\partial f}{\partial x_j} v_i e_i \otimes e_j \\
&= \sum_{i,j=1}^3 \frac{\partial v_i}{\partial x_j} e_i \otimes e_j + \sum_{i=1}^3 v_i e_i \otimes \sum_{j=1}^3 \frac{\partial f}{\partial x_j} e_j \\
&= f \nabla v + v \otimes \nabla f. \quad (2.43)
\end{align*}
\]
For Equation (2.42b) using Equation (2.13) gives

\[
\text{div} (fv) = \sum_{i=1}^{3} \frac{\partial}{\partial x_i} (fv_i)
\]

\[
= \sum_{i=1}^{3} f \frac{\partial v_i}{\partial x_i} + \sum_{i=1}^{3} v_i \frac{\partial f}{\partial x_i}
\]

\[
= f \sum_{i=1}^{3} \frac{\partial v_i}{\partial x_i} + \sum_{i=1}^{3} v_i \frac{\partial f}{\partial x_i}
\]

\[
= f \text{div } v + v \cdot \nabla f. \quad (2.44)
\]

For Equation (2.42c) using Equations (2.1) and (2.11) gives

\[
\nabla (v \cdot w) = \sum_{i=1}^{3} \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{3} v_j w_j \right) e_i
\]

\[
= \sum_{i,j=1}^{3} \left( \frac{\partial v_j}{\partial x_i} w_j e_i + v_j \frac{\partial w_j}{\partial x_i} e_i \right)
\]

\[
= \sum_{j=1}^{3} \left( \sum_{i=1}^{3} \frac{\partial v_j}{\partial x_i} e_i \right) w_j + \sum_{j=1}^{3} \left( \sum_{i=1}^{3} \frac{\partial w_j}{\partial x_i} e_i \right) v_j
\]

\[
= (\nabla v)^T w + (\nabla w)^T v. \quad (2.45)
\]

For Equation (2.42d) using textbook Example 2.4 and Equation (2.13) yields

\[
\text{div} (v \otimes w) = \text{div} \left( \sum_{i=1}^{3} v_i e_i \otimes \sum_{j=1}^{3} w_j e_j \right)
\]

\[
= \sum_{i,j=1}^{3} \frac{\partial}{\partial x_j} (v_i w_j) e_i
\]

\[
= \sum_{i,j=1}^{3} v_i \frac{\partial w_j}{\partial x_j} e_i + \sum_{i,j=1}^{3} \frac{\partial v_i}{\partial x_j} w_j e_i
\]

\[
= v \text{div } w + (\nabla v) w. \quad (2.46)
\]
For Equation (2.42e) see textbook Example 2.11. However, an expanded version is given below:

\[
\text{div} \left( S^T v \right) = \text{div} \left( \left( \sum_{i,j=1}^{3} S_{ji} e_i \otimes e_j \right) \sum_{k=1}^{3} v_k e_k \right) \\
= \text{div} \left( \sum_{i,j,k=1}^{3} S_{ji} v_k (e_j \cdot e_k) e_i \right) \\
= \text{div} \left( \sum_{i,j,k=1}^{3} S_{ji} v_k \delta_{jk} e_i \right) \\
= \sum_{i,j=1}^{3} \frac{\partial}{\partial x_i} (S_{ji} v_j) \\
= \sum_{i,j=1}^{3} S_{ji} \frac{\partial v_j}{\partial x_i} + \sum_{i,j=1}^{3} v_j \frac{\partial S_{ji}}{\partial x_i} \\
= S : \nabla v + v \cdot \text{div} (S). \tag{2.47}
\]

For Equation (2.42f),

\[
\text{div} \left( f S \right) = \text{div} \left( f \sum_{i,j=1}^{3} S_{ij} e_i \otimes e_j \right) \\
= \sum_{i,j=1}^{3} \text{div} \left( f S_{ij} e_i \otimes e_j \right) \\
= \sum_{i,j=1}^{3} \frac{\partial}{\partial x_j} (f S_{ij} e_i) \\
= \sum_{i,j=1}^{3} \frac{\partial}{\partial x_j} (f S_{ij}) e_i \\
= \sum_{i,j=1}^{3} \left( f \frac{\partial S_{ij}}{\partial x_j} e_i + \frac{\partial f}{\partial x_j} S_{ij} e_i \right) \\
= f \sum_{i,j=1}^{3} \frac{\partial S_{ij}}{\partial x_j} e_i + \sum_{i,j=1}^{3} S_{ij} e_i \frac{\partial f}{\partial x_j} \\
= f \text{div} (S) + S \nabla f. \tag{2.48}
\]
For Equation (2.42g),

$$\nabla (fS) = \sum_{k=1}^{3} \frac{\partial}{\partial x_k} (fS) \otimes e_k$$

$$= \sum_{i,j,k=1}^{3} \frac{\partial}{\partial x_k} (fS_{ij}) e_i \otimes e_j \otimes e_k$$

$$= \sum_{i,j,k=1}^{3} f \frac{\partial S_{ij}}{\partial x_k} e_i \otimes e_j \otimes e_k$$

$$+ \sum_{i,j=1}^{3} S_{ij} e_i \otimes e_j \otimes \sum_{k=1}^{3} \frac{\partial f}{\partial x_k} e_k$$

$$= f \nabla S + S \otimes \nabla f.$$  \hspace{1cm} (2.49)

**EXAMPLE 2.7: Textbook Exercise 2.7**

Show that the volume of a closed 3-D body $V$ is variously given as

$$V = \int_{\partial V} x_n x \, dA = \int_{\partial V} y_n y \, dA = \int_{\partial V} z_n z \, dA,$$

where $n_x, n_y, \text{and } n_z$ are the $x, y, \text{and } z$ components of the unit normal $n$.

**Solution**

The volume of an enclosed body $V$ with boundary $\partial V$ can be obtained as follows:

$$V = \int_V dV.$$  \hspace{1cm} (2.50)

Recall the Gauss or divergence theorem for a vector field $w$ given by Equation (2.14) as

$$\int_V \text{div } w \, dV = \int_{\partial V} w \cdot n \, dA \quad \text{where } n = \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix},$$  \hspace{1cm} (2.51)
where the vector $n$ is normal to the surface $\partial V$ of the volume $V$. Now recall Equation (2.13) for the definition of $\text{div} \ w$:

$$\text{div} \ w = \sum_{i=1}^{3} \frac{\partial w_i}{\partial x_i}. \quad (2.52)$$

Let the vector $w = [x, 0, 0]^T$; consequently,

$$\int_V \text{div} \ w \, dV = \int_V dV = V. \quad (2.53)$$

But

$$\int_V \text{div} \ w \, dV = \int_{\partial V} w \cdot n \, dA = \int_{\partial V} x n_x \, dA, \quad (2.54)$$

hence

$$V = \int_{\partial V} x n_x \, dA. \quad (2.55)$$

By choosing $w = [0, y, 0]^T$ or $w = [0, 0, z]^T$, the remaining equations can likewise be proved.

**EXAMPLE 2.8**

A scalar field $\Phi(x) = x_1^2 + 3x_2x_3$ describes some physical quantity (i.e., total potential energy). Show that the directional derivative of $\Phi$ in the direction $u = \frac{1}{\sqrt{3}}(1, 1, 1)^T$ at the position $x = (2, -1, 0)^T$ is $\frac{1}{\sqrt{3}}$.

**Solution**

Using Equation (2.10) gives

$$D\Phi(x)[u] = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} \left[ (x_1 + \epsilon u_1)^2 + 3(x_2 + \epsilon u_2)(x_3 + \epsilon u_3) \right] \quad (2.56a)$$

$$= (2(x_1 + \epsilon u_1)u_1 + 3(x_2 + \epsilon u_2)u_3 + 3(x_3 + \epsilon u_3)u_2) \bigg|_{\epsilon=0} \quad (2.56b)$$

$$= 2x_1 u_1 + 3x_2 u_3 + 3x_3 u_2. \quad (2.56c)$$

Substituting the given values for $x$ and $u$ yields $D\Phi(x)[u] = \frac{1}{\sqrt{3}}$. 
EXAMPLE 2.9

Given the second-order tensor $A$, obtain the directional derivative of the expression $A^3 = AAA$ in the direction of an arbitrary increment $U$ of $A$.

**Solution**

Applying the product rule for the directional derivative gives


where

$$DA[U] = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} (A + \epsilon U) = U,$$

(2.58a) (2.58b)

giving

$$D(A^3)[U] = UA^2 + AUA + A^2 U.$$

(2.59)

EXAMPLE 2.10

Given $S^{-1}S = I$ and $DI[U] = 0$, where $S$ is a second-order tensor, show that $D(S^{-1})[U] = -S^{-1}US^{-1}$.

**Solution**

$$D(S^{-1}S)[U] = DS^{-1}[U]S + S^{-1}DS[U]$$

(2.60a)

$$= 0,$$

(2.60b)

$$D(S^{-1})[U] = -S^{-1}US^{-1}.$$

(2.60c)

EXAMPLE 2.11

If the second-order tensors $S = S^T$ and $W^T = -W$, show that $S : W = 0$ (i.e., $\text{tr}(SW) = 0$).
Recalling the relation between the double product and the trace given by Equation (2.7a,b)
\[ S : W = \text{tr}(S^T W) \]  
\[ = \text{tr}(SW) \]  
\[ = \text{tr}(SW^T) \]  
\[ = -\text{tr}(SW). \]
For Equation (2.61b) to be equal to Equation (2.61d), \( \text{tr}(SW) = 0 \).

**EXAMPLE 2.12**

This provides an interesting example of the use of the directional derivative to find an equilibrium equation and the corresponding tangent stiffness term. Some material from textbook Chapter 3 is referred to in this example; however, the example is introduced here mainly to illustrate the use of the directional derivative. This simple model is analogous to the structural problem of a high altitude pumpkin balloon in which the axial rod represents the fabric and cabling enclosing a constant mass of gas. As the balloon rises, the external force provided by the atmospheric pressure decreases and the balloon expands. Figure 2.2 represents two configurations of a one-dimensional structural system comprised of a truss member joining nodes \( a \) and \( b \) of initial length \( L \) and cross-sectional area \( A \) connected to a piston.
chamber of constant section \( A_p \) filled with a gas. An external force \( F_{ext} \) is applied at node \( b \). The constant mass of gas enclosed in the piston is considered to satisfy the Boyle’s law which states that
\[
p V_p = p^0 V_p^0 = K; \quad K \text{ is a constant}
\]
where \( p \) and \( V_p \) denote the pressure and the volume of the gas within the chamber in the deformed configuration, respectively. This example employs the strain energy per unit initial volume given in textbook Equation (3.17) as
\[
\psi = E (\ln \lambda)^2 / 2 \quad \text{where} \quad E \text{ is a Young’s modulus type constitutive term and} \quad \lambda \text{ is the stretch of the axial rod. Consequently, the total energy functional for the overall system can be written as a function of the spatial position of point } b \text{ denoted by the deformed length } l \text{ and the initial volume } AL \text{ as follows:}
\]
\[
\Pi(l) = \Pi^{truss}(l) + \Pi^{piston}(l) - \Pi^{ext} = \frac{1}{2} EAL (\ln \lambda)^2 - \int_{V_p} p(V)dV - F_{ext}l. \tag{2.62}
\]
in which \( \lambda = \frac{l}{L} \) is the stretch ratio of the truss member.

(a) Obtain the stationary point of the above energy functional and derive the principal of virtual work.

(b) Obtain the equilibrium equation at node \( b \) and show that it is indeed a nonlinear equation.

(c) Obtain the tangent stiffness matrix required for a Newton–Raphson algorithm after suitable linearization.

(d) Explain whether the inclusion of the piston chamber increases or decreases the stiffness of the truss member.

\textbf{Solution}

(a) From Equation (2.62) the derivative of \( \Pi^{truss}(l) \) in the direction \( \delta l \) (which could be real or virtual) to be found as\(^1\)
\[
D\Pi^{truss}(l)[\delta l] = EAL \ln \left( \frac{l}{L} \right) D \left( \ln \left( \frac{l}{L} \right) \right)[\delta l]
\]
\[
= EAL \ln \left( \frac{l}{L} \right) \frac{L}{l} D \left( \frac{l}{L} \right)[\delta l]
\]
\(^1\) Based on the experience of previous examples given in this chapter, the explicit introduction of the derivative with respect to \( \epsilon \) in the directional derivative is omitted.
\[
E AL \ln \left( \frac{l}{L} \right) \left( \frac{L}{l} \right) \frac{1}{L} \delta l
= \frac{E AL}{l} \ln \left( \frac{l}{L} \right) \delta l.
\]

(2.63)

Before finding the directional derivative of the piston component of the total energy, it is necessary to find the deformed volume of the gas as a function of the deformed length \( l \) as

\[
V_p(l) = V_p^0 - A_p(l - L).
\]

(2.64)

From Equation (2.62) the gas pressure as a function of \( l \) is

\[
p(l) = \frac{p^0 V_p^0}{V_p^0 - A_p(l - L)}.
\]

(2.65)

The directional derivative of the piston component of the total energy with respect to \( \delta l \) can now be found as

\[
D \Pi_{\text{piston}}(l)[\delta l] = \frac{\partial \Pi_{\text{piston}}}{\partial V_p} DV_p(l)[\delta l]
= -p(l) DV_p(l)[\delta l].
\]

(2.66)

where from Equation (2.64)

\[
DV_p(l)[\delta l] = -A_p \delta l.
\]

(2.67)

Finally, the derivative of the external total energy component \( F_{\text{ext}}(l) \) is simply

\[
D \Pi_{\text{ext}}(l)[\delta l] = F_{\text{ext}} \delta l.
\]

(2.68)

Assembling the complete directional derivative from Equations (2.63, 2.65, 2.66, 2.68) and noting the negative terms in Equation (2.62) yields the stationary condition as

\[
D \Pi(l)[\delta l] = \left( EA L \frac{L}{l} \ln \left( \frac{l}{L} \right) \frac{A_p p^0 V_p^0}{V_p^0 - A_p(l - L)} - F_{\text{ext}} \right) \delta l = 0.
\]

(2.69)

The three terms inside the parentheses in the above equation are all forces acting at point \( b \). Consequently, treating \( \delta l \) now as a virtual change in length
of the rod, Equation (2.69) can be identified as the virtual work expression of equilibrium as

$$\delta W(l, \delta l) = (T^{\text{truss}}(l) + T^{\text{piston}} - F^{\text{ext}}) \delta l = 0.$$  
(2.70)

(b) In Equation (2.70) $\delta l$ although virtual is not zero, hence the equilibrium equation can be established as

$$R(l) = T^{\text{truss}}(l) + T^{\text{piston}}(l) - F^{\text{ext}} = 0.$$  
(2.71)

(c) The tangent stiffness term used in a Newton–Raphson procedure is found by linearizing the equilibrium equation. This is achieved by finding the directional derivative of Equation (2.71) in the direction of a real change $u$ in $l$ to give

$$DR(l)[u] = DT^{\text{truss}}(l)[u] + DT^{\text{piston}}[u] - DF^{\text{ext}}[u] = 0,$$  
(2.72)

where

$$DT^{\text{truss}}(l)[u] = -\frac{EAL}{l^2} \ln \left(\frac{l}{L}\right) D[l] + \frac{EAL}{l} \left(\frac{L}{l}\right) D\left(\frac{l}{L}\right)[u]$$

$$= \left(-\frac{EAL}{l^2} \ln \left(\frac{l}{L}\right) + \frac{EAL}{l^2}\right) u$$

$$= \frac{EAL}{l^2} \left(1 - \ln \left(\frac{l}{L}\right)\right) u$$  
(2.73)

$$DT^{\text{piston}}(l)[u] = \frac{-A_p p^0 V_p^0}{(V^0 - A_p (l - L))^2} D \left(V^0 - A_p (l - L)\right)[u]$$

$$= \left(\frac{A_p^2 p^0 V_p^0}{(V^0 - A_p (l - L))^2}\right) u.$$  
(2.74)

Consequently from Equations (2.73, 2.74) the tangent stiffness is

$$K = \frac{EAL}{l^2} \left(1 - \ln \left(\frac{l}{L}\right)\right) + \frac{A_p^2 p^0 V_p^0}{(V^0 - A_p (l - L))^2}.$$  
(2.75)

(d) From the final term in the above equation it can be seen that the stiffness of the truss is increased by the presence of the piston chamber.
The two- and three-dimensional truss examples presented in this chapter demonstrate the complex and often unexpected load deflection behavior exhibited when, in particular, geometrical nonlinearity is included in structural analysis. Each point on the various graphs shown below represents an equilibrium configuration; however, these configurations may be structurally stable or unstable. For a chosen load it can be observed that the structure can be in a variety of equilibrium configurations. For most structures subjected to “in service” loadings, this is clearly unacceptable (not to say alarming), nevertheless such analysis can indicate possible collapse scenarios. While the points on a load deflection graph refer to equilibrium configurations, it must not be assumed that connecting adjacent points necessarily represents smooth continuity of the motion of the structure as the loading changes. However, such smooth motion is likely to be the case if a large number of load increments are employed in the solution, but it cannot be guaranteed.

A situation where a small change in load leads to a dramatic change in configuration is known as “snap-through” behavior. There are “structures” that rely on snap-through behavior to fulfill a useful function. Indeed such structures are vastly more numerous than everyday structures; for example, a shampoo container cap when opened carefully will suddenly “flick” into a fully opened position. A child’s hair clip often employs snap-through behavior to lock into position, while perhaps the most common item is
the simple light switch. Unfortunately, shallow dome structures can exhibit snap-through characteristics with disastrous consequences.

Unlike linear analysis, controlling nonlinear finite element solutions requires experience. New users to the FLagSHyP program (available free at www.flagshyp.com) can often be frustrated when the solution fails, produces unexpected results, or produces results distant from the region of interest. Satisfactory results can only be obtained by careful adjustment of the control parameters which comprise the final line of data. These are given below and are fully discussed in the second edition of the textbook, *Nonlinear Continuum Mechanics for Finite Element Analysis*.

Users are advised to change the control data to see the effect and gain experience (as have many students of this subject!).

<table>
<thead>
<tr>
<th>nincr,xlmax,dlamb, miter,cnorm,searc, arcln,incout,itarget nwant, iwant</th>
<th>Solution control parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td>nincr: number of load/ displacement increments</td>
<td></td>
</tr>
<tr>
<td>xlmax: maximum value of load-scaling parameter</td>
<td></td>
</tr>
<tr>
<td>dlamb: load parameter increment</td>
<td></td>
</tr>
<tr>
<td>miter: maximum allowed number of iterations per increment</td>
<td></td>
</tr>
<tr>
<td>cnorm: convergence tolerance</td>
<td></td>
</tr>
<tr>
<td>searc: line-search parameter (if 0.0 not in use)</td>
<td></td>
</tr>
<tr>
<td>arcln: arc-length parameter (if 0.0 not in use)</td>
<td></td>
</tr>
<tr>
<td>incout: output counter (e.g., for every 5th increment, incout=5)</td>
<td></td>
</tr>
<tr>
<td>itarget: target iterations per increment (see note below)*</td>
<td></td>
</tr>
<tr>
<td>nwant: single output node (0 if not used)</td>
<td></td>
</tr>
<tr>
<td>iwant: output degree of freedom at nwant (0 if not used) (see note 5)*</td>
<td></td>
</tr>
</tbody>
</table>

* See user instructions in Section 10.2 of the main text.
EXAMPLE 3.1: Textbook Exercise 3.1

Run the simple single degree of freedom example given in Section 3.6.1, Figure 3.8. A high value of the yield stress will ensure that the truss remains elastic.

Solution

one truss element
truss2
  2
  1 7 0.0 0.0 0.0
  2 5 100.0 100.0 0.0
  1
  1 1 1 2
  1
  1 2
  0.0 210000.0 0.3 1.0 1.0e+10 1.0
  1 0 0 0.0 0.0 0.0
  2 0.0 -1.0 0.0
  500 40000.0 0.01 10 1.0E-6 0.0 -0.50 5 5 2 2

EXAMPLE 3.2: Textbook Exercise 3.2

Analyze the arch shown in text Figure 3.10 (Figure 3.1 above). The radius is 100, the height is 40 and the half span is 80. The cross-sectional area is
1 \times 1. Young’s modulus is \( 10^7 \) and Poisson’s ratio is \( \nu = 0.3 \). The figure shows how the arch can be represented as a truss where, by ignoring the cross members, the second moment of area of the arch, \( I = 1/12 \), can be approximated by the top and bottom truss members, where \( I = 2(A(t/2)^2) \).

Plot the central load vertical deflection curve. Slight imperfections in the symmetry of the geometry may caused unsymmetric deformations, otherwise these can be initiated by a very small horizontal load being placed with the vertical load.

**Solution**

The area of the top and bottom chords of the truss is calculated as \( a = 1/6 \) and the area of the interconnecting members is chosen as \( a = 1/12 \). Top and bottom chords have material number 1 and all others material number 2. Figure 3.2 shows the truss configuration in the \( x-y \) plane with the pin support (boundary code 7) being on the lower end node. Intermediate nodes are all restrained in the out of plane \( z \) direction using boundary code 4. Only partial coordinate and element data is shown below as there are 402 nodes and 1001 elements. A variable arc length is employed.
Note that, unlike linear analysis, nonlinear computations require experience in order to choose nominal load magnitudes and a set of control parameters that ensure convergence over the range of interest.

Circular truss arch elastic symmetric load

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>-79.6</td>
<td>59.7</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-80.4</td>
<td>60.3</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>-79.043</td>
<td>60.4355</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>-79.8374</td>
<td>61.0429</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>-78.4792</td>
<td>61.1659</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>-79.2679</td>
<td>61.7806</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>397</td>
<td>4</td>
<td>78.4792</td>
<td>61.1659</td>
<td>0.0</td>
</tr>
<tr>
<td>398</td>
<td>4</td>
<td>79.2679</td>
<td>61.7806</td>
<td>0.0</td>
</tr>
<tr>
<td>399</td>
<td>4</td>
<td>79.043</td>
<td>60.4355</td>
<td>0.0</td>
</tr>
<tr>
<td>400</td>
<td>4</td>
<td>79.8374</td>
<td>61.0429</td>
<td>0.0</td>
</tr>
<tr>
<td>401</td>
<td>7</td>
<td>79.6</td>
<td>59.7</td>
<td>0.0</td>
</tr>
<tr>
<td>402</td>
<td>4</td>
<td>80.4</td>
<td>60.3</td>
<td>0.0</td>
</tr>
</tbody>
</table>

1001

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>990</td>
<td>2</td>
<td>396</td>
<td>397</td>
<td></td>
</tr>
<tr>
<td>991</td>
<td>2</td>
<td>397</td>
<td>398</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.3 shows the load deflection (not position) behavior at the central top node, where negative loads (i.e., downward) are shown positive and points are joined with straight lines. Observe that all points on the curves in Figure 3.3 represent positions of equilibrium, some stable, many unstable. When running the example the appearance of solver warnings in an otherwise successful computation usually indicates regions of unstable equilibrium.

The convoluted equilibrium paths are similar to those achieved in the paper by H. B. Harrison entitled *Post-buckling behavior of elastic circular arches* in the Proc. Instn. Civ. Engrs, Part 2, 1978, 65, June, 283–98. Figure 3.4 shows equilibrium configurations at increments 23 and 40 corresponding to loads of 1259.6 (downward, negative on output) and 2930.1 (upward, positive on output).

Figure 3.3 clearly shows that at a given load there is the possibility of a number of equilibrium configurations. This is demonstrated in Figure 3.5 where some unexpected configurations occur at about a downward load of 5000. To initiate an unsymmetric deformation, the load and controls data lines are changed to
FIGURE 3.3 Arch: symmetric load deflection behavior

FIGURE 3.4 Arch: symmetric equilibrium configurations 1
which results in the emergence of a bifurcation in the equilibrium path at a load of about 1000, as shown in Figure 3.6. Note that the solution failed to converge after increment 212, which can probably be overcome using a fixed arc length.

Various unsymmetric configurations are shown in Figure 3.7.

**EXAMPLE 3.3: Textbook Exercise 3.3**

Analyze the shallow trussed dome shown in textbook Figure 3.11. The outer radius is 50 and height 0, the inner radius is 25 and height 6.216, and the apex height is 8.216. The cross-sectional area of each truss member is unity. Textbook Figure 3.11 is approximate in that the apparent major triangles spanning the outer circle do not have straight sides as shown. Young’s modulus is $8 \times 10^7$ and Poisson’s ratio is 0.5, indicating incompressible behavior. Figure 3.8 shows the initial shape.
FIGURE 3.6 Arch: unsymmetric load deflection behavior

FIGURE 3.7 Arch: unsymmetric equilibrium configurations
FIGURE 3.8 Shallow dome: initial shape

Solution

3D shallow dome example

truss2

```
1 7  0.0  50.0  0.0
2 7  -43.3013  25.0  0.0
3 7  -43.3013 -25.0  0.0
4 7   0.0  -50.0  0.0
5 7   43.3013 -25.0  0.0
6 7   43.3013  25.0  0.0
7 0  -12.5  21.6506  6.216
8 0   -25.0   0.0  6.216
9 0  -12.5 -21.6506  6.216
10 0   12.5 -21.6506  6.216
11 0   25.00   0.0  6.216
12 0   12.5  21.6506  6.216
13 0   0.0   0.0  8.216
```

24

```
1 1 1 12
2 1 1 7
3 1 2 7
4 1 2 8
5 1 3 8
```
Plot the vertical downward load deflection behavior at the apex. A fixed arc length was used to achieve the equilibrium points shown on Figure 3.9 (not all 200 increments shown). This is a good example of snap-through behavior. The equilibrium path is very convoluted, but upon examination the corresponding dome shapes are perfectly reasonable.

**EXAMPLE 3.4: Textbook Exercise 3.4**

Run the trussed frame example given in textbook Figure 3.9, initially as shown and then with clamped supports. The cross-sectional area is 6, giving a truss member area of 1. Typical equilibrium configurations are given in Figure 3.10 and Figure 3.11 shows the load deflection (equilibrium path).
FIGURE 3.9 Shallow dome: load deflection behavior at the apex

FIGURE 3.10 Clamped Lee’s frame: equilibrium configurations

Solution

Clamped Lee’s frame with truss elements elastic case

truss2

240

1 7 0.0 0.0 0.0
FIGURE 3.11 Clamped Lee's frame: load deflection behavior

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.0</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>0.0</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>0.0</td>
<td>6.0</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>2.0</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>233</td>
<td>4</td>
<td>114.0</td>
<td>118.0</td>
</tr>
<tr>
<td>234</td>
<td>4</td>
<td>114.0</td>
<td>120.0</td>
</tr>
<tr>
<td>235</td>
<td>4</td>
<td>116.0</td>
<td>118.0</td>
</tr>
<tr>
<td>236</td>
<td>4</td>
<td>116.0</td>
<td>120.0</td>
</tr>
<tr>
<td>237</td>
<td>4</td>
<td>118.0</td>
<td>118.0</td>
</tr>
<tr>
<td>238</td>
<td>4</td>
<td>118.0</td>
<td>120.0</td>
</tr>
<tr>
<td>239</td>
<td>7</td>
<td>120.0</td>
<td>118.0</td>
</tr>
<tr>
<td>240</td>
<td>7</td>
<td>120.0</td>
<td>120.0</td>
</tr>
</tbody>
</table>
### EXAMPLE 3.5

This example, devised by Crisfield,\(^1\) demonstrates snap-back behavior. The layout is shown in Figure 3.12 where elements 1, 2, and 4 support an effectively rigid element 3. In the original example, elements 1, 2, and 4 were linear springs; consequently the lengths and material properties of these elements are chosen to model linear springs in which the initial stress term is negligible.

The length of elements 1, 2, and 4 is $10^7$ and sloping element 3 is approximately 2500. Other material properties are such that

$$\left(\frac{EA}{L}\right)_1 = 1.00; \quad \left(\frac{EA}{L}\right)_2 = 0.25; \quad \left(\frac{EA}{L}\right)_4 = 1.50$$  \hspace{1cm} (3.1)

A high value, $1.0e10$, is chosen for the yield stress to ensure elasticity.

**Solution**

Crisfield’s snap-back problem

```
truss2
5
1 6 -10000000.0 0.0 0.0
2 6 0.0 0.0 0.0
3 7 10000000.0 0.0 0.0
4 3 2500.0 0.0 25.0
5 7 2500.0 0.0 10000025.0
4
1 1 1 2
2 2 2 3
3 3 2 4
4 4 4 5
4
1 2
0.0 10000000.0 0.0 1.00 1.0e+10 1.0
```
2 2
0.0 10000000.0 0.0 0.25 1.0e+10 1.0
3 2
0.0 50000000.0 0.0 1.0 1.0e+10 1.0
4 2
0.0 10000000.0 0.0 1.5 1.0e+10 1.0
1 0 0 0.0 0.0 0.0
1 100.0 0.0 0.0
1000 100.0 1.0 20 1.0e-06 0.0 1.0 1 3 1 1

Figure 3.13 shows the snap-back behavior where the central portion of the equilibrium path shows both a reduction in load and displacement.
 CHAPTER FOUR

KINEMATICS

This chapter provides examples involving various aspects of finite deformation kinematics. The examples are presented in a pedagogical order and include additional examples not in the textbook.

Equation summary

Notation for transpose of the inverse of a square matrix $A$

$$A^{-T} = (A^{-1})^T = (A^T)^{-1}. \quad (4.1)$$

Third invariant of a second-order tensor [2.54]

$$III_S = \det S = \det[S]. \quad (4.2)$$

Push forward of elemental material vector [4.10,12]

$$dx = FdX. \quad (4.3)$$

Green’s strain tensor [4.18b]

$$E = \frac{1}{2}(C - I) ; \quad C = F^TF. \quad (4.4)$$

Rotation tensor [4.27]

$$R = FU^{-1}. \quad (4.5)$$
Right Cauchy–Green tensor [4.30]

\[ C = \sum_{\alpha=1}^{3} \lambda_{\alpha}^{2} N_{\alpha} \otimes N_{\alpha}. \]  
(4.6)

Material stretch tensor [4.31]

\[ U = \sum_{\alpha=1}^{3} \lambda_{\alpha} N_{\alpha} \otimes N_{\alpha}. \]  
(4.7)

Push forward of elemental material vector in terms of spatial stretch tensor and rotation tensor [4.34]

\[ dx = F dx = V(R dx). \]  
(4.8)

Stretch [4.42]

\[ \lambda_{1} = \frac{dl_{1}}{dL_{1}}. \]  
(4.9)

Alternative relation between spatial and material vector triads [4.44a]

\[ FN_{\alpha} = \lambda_{\alpha} n_{\alpha}. \]  
(4.10)

Relation between spatial and material vector triads [4.44b]

\[ F^{-T} N_{\alpha} = \frac{1}{\lambda_{\alpha}} n_{\alpha}. \]  
(4.11)

Elemental volume ratio [4.57]

\[ dv = J dV ; J = \det F. \]  
(4.12)

Distortional component of the right Cauchy–Green tensor [4.65]

\[ \hat{C} = (\det C)^{-1/3} C. \]  
(4.13)

Push forward of elemental material area vector [4.68]

\[ dA = J F^{-T} dA. \]  
(4.14)

Linearized deformation gradient [4.69]

\[ DF(\phi_{t})[u] = (\nabla u)F. \]  
(4.15)

Linearized Green’s strain [4.72]

\[ DE[u] = \phi^{-1}_{*}[\varepsilon] = F^{T} \varepsilon F. \]  
(4.16)
The uniaxial stretch is simply defined by Equation (4.9) as

$$\lambda_1 = \frac{dl_1}{dL_1}$$

(4.24)

from which the various uniaxial strain measures given in Chapter 1 are:
Engineering strain:
\[ \varepsilon_E = \frac{dl - dL}{dL} = \lambda_1 - 1; \]  
\[ (4.25) \]

Lagrangian or Green strain:
\[ \varepsilon_G = \frac{1}{2} \left( \frac{dl^2 - dL^2}{dL^2} \right) = \frac{1}{2} (\lambda_1^2 - 1); \]  
\[ (4.26) \]

Almansi strain:
\[ \varepsilon_A = \frac{1}{2} \left( \frac{dl^2 - dL^2}{dl^2} \right) = \frac{1}{2} \left( 1 - \frac{1}{\lambda_1^2} \right). \]  
\[ (4.27) \]

From Equation (4.25), the stretch \( \lambda_1 \) can be expressed in terms of the Engineering strain as
\[ \lambda_1 = 1 + \varepsilon_E, \]  
\[ (4.28) \]

enabling Green and Almansi strains to be rewritten as
\[ \varepsilon_G = \frac{1}{2} (\lambda_1^2 - 1) = \varepsilon_E + \frac{1}{2} \varepsilon_E^2, \]  
\[ (4.29a) \]
\[ \varepsilon_A = \frac{1}{2} \left( 1 - \frac{1}{\lambda_1^2} \right) = \frac{1}{2} \left( \frac{\varepsilon_E^2 + 2 \varepsilon_E}{\varepsilon_E^2 + 2 \varepsilon_E + 1} \right). \]  
\[ (4.29b) \]

For small Engineering strain, higher-order terms can be neglected, yielding
\[ \varepsilon_G = \varepsilon_E + \frac{1}{2} \varepsilon_E^2 \approx \varepsilon_E, \]  
\[ (4.30a) \]
\[ \varepsilon_A = \frac{1}{2} \left( \frac{\varepsilon_E^2 + 2 \varepsilon_E}{\varepsilon_E^2 + 2 \varepsilon_E + 1} \right) \approx \frac{\varepsilon_E}{1} = \varepsilon_E. \]  
\[ (4.30b) \]

**EXAMPLE 4.2**

A continuum body, see Figure 4.1, undergoes a rigid body rotation \( \theta \) about the origin defined by
\[ x = RX; \quad R = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \]  
\[ (4.31) \]

where \( R \) is a rotation matrix. In other words, material point \( P(X_1, X_2) \) rotates to spatial point \( p(x_1, x_2) \).
FIGURE 4.1 Rigid body rotation

(a) Demonstrate why the engineering or small strain tensor \( \varepsilon \) is not a valid measure of strain when the rotation \( \theta \) is large.
(b) Demonstrate that Green’s strain \( E \) is a valid measure of strain for the above motion regardless of the magnitude of \( \theta \).

**Solution**

(a) From Equation (4.31) the spatial coordinates of \( p \) are

\[
x_1 = (\cos \theta)X_1 - (\sin \theta)X_2,
\]

\[
x_2 = (\sin \theta)X_1 + (\cos \theta)X_2.
\]

The displacements \( u(X) \) and \( v(X) \) are

\[
u(X_1, X_2) = -(X_1 - x_1) = (\cos \theta - 1)X_1 - (\sin \theta)X_2,
\]

\[
v(X_1, X_2) = x_2 - X_2 = (\sin \theta)X_1 + (\cos \theta - 1)X_2.
\]

The relevant components of the engineering strain tensor \( \varepsilon \) are

\[
\varepsilon_{xx} = \frac{\partial u_x}{\partial x};
\]

\[
\varepsilon_{yy} = \frac{\partial u_y}{\partial y};
\]

\[
\varepsilon_{xy} = \frac{1}{2} \left( \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x} \right).
\]
From Equation (4.33) it is easily shown that the Engineering strain is not zero for the rigid body rotation; thus from Equation (4.31)

\[ x = RX = X + u, \]

(4.35)
giving

\[ u = x - R^T x \]

\[ = (I - R^T)x \]

\[ = \begin{bmatrix} 1 - \cos \theta & -\sin \theta \\ \sin \theta & 1 - \cos \theta \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \]

(4.36)
hence

\[ \varepsilon_{xx} = \varepsilon_{yy} = (1 - \cos \theta); \quad \varepsilon_{xy} = 0. \]

(4.37)

(b) For the rigid body case being considered, the deformation gradient tensor is identical to the rotation tensor, i.e., \( F = R \) consequently from Equation (4.4) and noting that \( R^T = R^{-1} \)

\[ E = \frac{1}{2}(R^T R - I) = 0. \]

(4.38)

Hence all components of Green’s strain conform to zero strain as required of rigid body motion, as indeed does the Eulerian or Almansi strain tensor given by

\[ e = \frac{1}{2}(I - b^{-1}); \quad b = FF^T. \]

(4.39)

EXAMPLE 4.3

A single 4-node isoparametric element can be used to illustrate the material and spatial coordinates used in finite deformation analysis. The nondimensional coordinates \( \xi \) and \( \eta \) can be replaced by the material coordinates \( X_1 \) and \( X_2 \), giving the resulting single square element with initial dimensions \( 2 \times 2 \) and centered at \( X_1 = X_2 = 0 \), see Figure 4.2. The shape functions are employed to define the spatial coordinates \( x = (x_1, x_2)^T \) in terms of the material coordinates \( X = (X_1, X_2)^T \) and \( x_a = (x_{1a}, x_{2a})^T \) where \( x_a \)

\(^1\) This example can be illustrated and calculated using the MATLAB program “polar_decomposition.m” which can be downloaded from the website www.flagshyp.com. This program can be used to explore the deformation using user-chosen spatial coordinates.
FIGURE 4.2 Polar decomposition

contains the spatial coordinates of nodes \( a = 1, 4 \) in the deformed configuration. Consequently the mapping \( \mathbf{x} = \phi(\mathbf{X}) \) is

\[
\mathbf{x} = \phi(\mathbf{X}) = N_1 \mathbf{x}_1 + N_2 \mathbf{x}_2 + N_3 \mathbf{x}_3 + N_4 \mathbf{x}_4,
\]

(4.40)

where

\[
N_1 = \frac{1}{4}(1 - X_1)(1 - X_2) ; \quad N_2 = \frac{1}{4}(1 + X_1)(1 - X_2) \quad (4.41a)
\]

\[
N_3 = \frac{1}{4}(1 + X_1)(1 + X_2) ; \quad N_4 = \frac{1}{4}(1 - X_1)(1 + X_2). \quad (4.41b)
\]

(a) For \( \mathbf{X} = (0, 0)^T \) and \( \mathbf{x}_1 = (4, 2)^T, \mathbf{x}_2 = (8, 4)^T, \mathbf{x}_3 = (6, 8)^T, \mathbf{x}_4 = (4, 6)^T \) find the deformation gradient \( F \) and Green’s strain \( E \). (b) Find the principal stretches \( \lambda_1 \) and \( \lambda_2 \) and the corresponding principal material and spatial unit vectors \( N_1, N_2, n_1, n_2 \) respectively. (c) Using the above calculations show that Green’s strain tensor can be expressed in terms of the principal material directions as

\[
E = \frac{1}{2}[(\lambda_1^2 - 1)N_1 \otimes N_1 + (\lambda_2^2 - 1)N_2 \otimes N_2].
\]

(4.42)
Solution

Substituting the nodal spatial coordinates into Equation (4.40) and differentiating with respect to the material coordinates gives

\[
\frac{\partial x_1}{\partial X_1} = -\frac{1}{4}(1 - X_2)4 + \frac{1}{4}(1 + X_2)8 + \frac{1}{4}X_14 - \frac{1}{4}X_16,
\]

(4.43a)

\[
\frac{\partial x_2}{\partial X_1} = -\frac{1}{4}(1 - X_2)2 + \frac{1}{4}(1 - X_2)4 + \frac{1}{4}(1 + X_2)8 - \frac{1}{4}(1 + X_2)6,
\]

(4.43b)

\[
\frac{\partial x_1}{\partial X_2} = -\frac{1}{4}(1 - X_1)4 - \frac{1}{4}(1 - X_1)8 + \frac{1}{4}(1 + X_1)6 + \frac{1}{4}(1 - X_1)4,
\]

(4.43c)

\[
\frac{\partial x_2}{\partial X_2} = -\frac{1}{4}(1 - X_1)2 - \frac{1}{4}(1 - X_1)4 + \frac{1}{4}(1 + X_1)8 + \frac{1}{4}(1 - X_1)6.
\]

(4.43d)

Substituting the material coordinates \( X = (0, 0)^T \) gives

\[
F = \begin{bmatrix}
\frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} \\
\frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2}
\end{bmatrix} = \begin{bmatrix}
1.5 & -0.5 \\
1.0 & 2.0
\end{bmatrix}.
\]

(4.44)

Green’s strain tensor \( E \) is easily found from Equation (4.4) as

\[
E = \frac{1}{2}(F^T F - I) = \begin{bmatrix}
1.125 & 0.625 \\
0.625 & 1.625
\end{bmatrix}.
\]

(4.45)

From Equation (4.6) the stretches \( \lambda_1 \) and \( \lambda_2 \) are the square root of the eigenvalues of \( C \) and the principal material vectors \( N_1 \) and \( N_2 \) are the corresponding normalized eigenvectors, yielding \( \lambda_1 = 1.5504 \) and \( \lambda_2 = 2.2575 \) and

\[
N_1 = \begin{bmatrix}
-0.8281 \\
0.5606
\end{bmatrix}; \quad N_2 = \begin{bmatrix}
0.5606 \\
0.8281
\end{bmatrix}.
\]

(4.46)
The rotation tensor is given by Equation (4.5) as $R = FU^{-1}$ where $U$ is given by Equation (4.7), hence

$$U = 1.5504 \begin{bmatrix} -0.8281 \\ 0.5606 \end{bmatrix} [-0.8281, 0.5606] + 2.2575 \begin{bmatrix} 0.5606 \\ 0.8281 \end{bmatrix} [0.5606, 0.8281]$$

(4.47a)

$$= \begin{bmatrix} 1.7726 & 0.3283 \\ 0.3283 & 2.0352 \end{bmatrix}.$$  

(4.47b)

Hence

$$R = \begin{bmatrix} 0.9191 & -0.3939 \\ 0.3939 & 0.9191 \end{bmatrix}.\quad (4.48)$$

The spatial unit vectors are given by $n_\alpha = RN_\alpha, \alpha = 1, 2$ as

$$n_1 = \begin{bmatrix} -0.9820 \\ 0.1891 \end{bmatrix}; \quad n_2 = \begin{bmatrix} 0.1891 \\ 0.9820 \end{bmatrix}.\quad (4.49)$$

Figure 4.2 shows the principal unit vectors before and the corresponding rotated and stretch vectors after deformation for the material point $X = (0, 0)^T$. The deformation information for other material points can readily be explored using the program “polar_decomposition.m.” Using a similar calculation to that given in Equation (4.47) together with Equations (4.4), (4.6) it is easy to demonstrate that Green’s strain $E$ can be expressed in principal directions as given by Equation (4.42).

**EXAMPLE 4.4**

The finite deformation of a two-dimensional continuum from initial position $X = (X_1, X_2)^T$ to a final configuration $x = (x_1, x_2)^T$ is given as

$$x_1 = 4 - 2X_1 - X_2; \quad x_2 = 2 + \frac{3}{2}X_1 - \frac{1}{2}X_2.\quad (4.50)$$

(a) Calculate the deformation gradient tensor $F$, the right Cauchy–Green strain tensor $C$ and the left Cauchy–Green strain tensor $b$.

(b) Calculate the stretch undergone by a unit material vector $a_0 = \left(\frac{3}{5}, \frac{4}{5}\right)^T$ as a result of the deformation.
(c) A pair of orthonormal material vectors $b_0 = (1, 0)^T$ and $c_0 = (0, 1)^T$ are subjected to the deformation process. Calculate the new angle formed between these two vectors after deformation.
(d) Demonstrate whether or not the deformation is isochoric.
(e) Calculate the principal stretches $\lambda_\alpha$ and the principal material directions $N_\alpha$, with $\alpha = 1, 2$.
(f) Calculate the principal spatial directions $n_\alpha$, with $\alpha = 1, 2$.

Solution

(a) The deformation gradient, the right Cauchy–Green strain tensor, and the left Cauchy–Green strain tensor are easily found from Equation (4.50) as

$$
F = \begin{bmatrix} \frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} \\ \frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2} \end{bmatrix} = \begin{bmatrix} -2 & -1 \\ 3/2 & -1/2 \end{bmatrix}.
$$

(4.51)

The right Cauchy–Green tensor $C = F^T F$ and the left Cauchy–Green tensor $b = FF^T$, yielding

$$
C = \begin{bmatrix} -2 & 3/2 \\ -1 & -1/2 \end{bmatrix} \begin{bmatrix} -2 & -1 \\ 3/2 & -1/2 \end{bmatrix} = \begin{bmatrix} 6.25 & 1.25 \\ 1.25 & 1.25 \end{bmatrix},
$$

(4.52)

and

$$
b = \begin{bmatrix} 5 & -2.5 \\ -2.5 & 2.5 \end{bmatrix}.
$$

(4.53)

(b) Recall textbook Remark 4.3: The general nature of the scalar product as a measure of deformation can be clarified by taking $dX_2$ and $dX_1$ equal to $dX$ and consequently $dx_1 = dx_2 = dx$. This enables initial (material) and current (spatial) elemental lengths squared to be determined as

$$
dL^2 = dX \cdot dX; \quad dl^2 = dx \cdot dx.
$$

(4.54)
The change in the squared lengths that occurs as the body deforms from the initial to the current configuration can now be written in terms of the elemental material vector \(dX\) as

\[
\frac{1}{2}(dl^2 - dL^2) = dX \cdot E \cdot dX, \tag{4.55}
\]

which, upon division by \(dL^2\), gives the scalar Green’s strain as

\[
\frac{dl^2 - dL^2}{2dL^2} = \frac{dX \cdot E \cdot dX}{dL}, \tag{4.56}
\]

where \(dX/dL\) is a unit material vector \(N\) in the direction of \(dX\); hence, finally

\[
\frac{1}{2} \left( \frac{dl^2 - dL^2}{dL^2} \right) = N \cdot EN. \tag{4.57}
\]

From Equations (4.9) and (4.4), Equation (4.57) can be rewritten in terms of the stretch of the unit vector \(N\) as

\[
\lambda^2 - 1 = N \cdot (C - I)N
= N \cdot CN - 1. \tag{4.58}
\]

Substituting \(a_0\) for \(N\) gives

\[
\lambda_{a_0}^2 = a_0 \cdot Ca_0. \tag{4.59}
\]

Substituting \(a_0 = \begin{bmatrix} \frac{3}{5} \\ \frac{4}{5} \end{bmatrix}^T\) and using Equation (4.52) gives

\[
\lambda_{a_0}^2 = \begin{bmatrix} \frac{3}{5} & \frac{4}{5} \end{bmatrix} \begin{bmatrix} 6.25 & 1.25 \\ 1.25 & 1.25 \end{bmatrix} \begin{bmatrix} \frac{3}{5} \\ \frac{4}{5} \end{bmatrix} = 4.25; \lambda_{a_0} = 2.061. \tag{4.60}
\]

(c) The spatial vectors corresponding to material vectors \(b_0\) and \(c_0\) are found using the deformation gradient \(F\) as

\[
b = Fb_0; \quad c =Fc_0. \tag{4.61}
\]

Using the cosine rule enables the angle \(\theta_{bc}\) between spatial vectors \(b\) and \(c\) to be found as

\[
\theta_{bc} = \cos^{-1} \left[ \frac{b \cdot c}{\|b\| \|c\|} \right] = \cos^{-1} \left[ \frac{b_0 \cdot Cc_0}{(b_0 \cdot Cb_0)^{\frac{1}{2}} (c_0 \cdot Cc_0)^{\frac{1}{2}}} \right]. \tag{4.62}
\]
It is now a simple matter of substitution to find $\theta_{bc}$ as

$$b_0 \cdot C c_0 = [1, 0] \begin{bmatrix} 6.25 & 1.25 \\ 1.25 & 1.25 \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix} = 1.25,$$

(4.63a)

$$b_0 \cdot C b_0 = 6.25 ; \quad c_0 \cdot C c_0 = 1.25 ,$$

(4.63b)

$$\theta_{bc} = \cos^{-1} \left[ \frac{1.25}{(6.25 \times 1.25)^{\frac{1}{2}}} \right] = 63.43^\circ .$$

(4.63c)

(d) To determine whether the deformation is isochoric requires checking the determinant of the deformation gradient as

$$J = \det ( F ) = \left( 1 + \frac{3}{2} \right) = 2.5 ,$$

(4.64)

which being greater than unit indicates the deformation is not isochoric.

(e) The stretches are found as in the previous example by calculating the square root of the eigenvalues of the right Cauchy–Green tensor $C$ to give $\lambda_1 = 2.5583$ and $\lambda_2 = 0.9772$. The corresponding normalized eigenvectors $N_1$ and $N_2$ yield the principal material directions

$$N_1 = \begin{bmatrix} 0.9732 \\ 0.2298 \end{bmatrix} ; \quad N_2 = \begin{bmatrix} -0.2298 \\ 0.9732 \end{bmatrix} .$$

(4.65)

(f) As an alternative to finding the spatial principal vectors as shown in Equation (4.49), $n_1$ and $n_2$ can be found by normalizing the push forward of the material principal vectors $N_1$ and $N_2$ to give

$$n_1 = \frac{F N_1}{\| F N_1 \|} = \begin{bmatrix} -0.8507 \\ 0.5257 \end{bmatrix} ,$$

(4.66a)

$$n_2 = \frac{F N_2}{\| F N_2 \|} = \begin{bmatrix} -0.5257 \\ -0.8507 \end{bmatrix} .$$

(4.66b)

**EXAMPLE 4.5: Textbook Exercise 4.2**

(a) If the deformation gradients at times $t$ and $t + \Delta t$ are $F_t$ and $F_{t+\Delta t}$ respectively, show that the deformation gradient $\Delta F$ relating the incremental motion from configuration at $t$ to $t + \Delta t$ is $\Delta F = F_{t+\Delta t} F_t^{-1}$. 
FIGURE 4.3 General motion of a deformable body

(b) Using the deformation given in textbook Example 4.5 with $X = (0, 0)^T$, $t = 1$, $\Delta t = 1$, show that $\Delta F = F_{t+\Delta t}F_t^{-1}$ is correct by pushing forward the initial vector $G = [1, 1]^T$ to vectors $g_t$ and $g_{t+\Delta t}$ at times $t$ and $t + \Delta t$ respectively and checking that $g_{t+\Delta t} = \Delta F g_t$.

(c) [Addition to textbook ] Using the deformation given in textbook Example 4.5 with $X = (0, 0)^T$ and $t = 1$, calculate the velocity gradient $\mathbf{l}$ and the rate of deformation $\mathbf{d}$.

Solution

(a) Deformation gradients relating to the various configurations shown in Figure 4.3 can be defined as

$$F_t = \frac{\partial x_t}{\partial X},$$  \hfill (4.67a)

$$F_{t+\Delta t} = \frac{\partial x_{t+\Delta t}}{\partial X},$$  \hfill (4.67b)

$$\Delta F = \frac{\partial x_{t+\Delta t}}{\partial x_t}. \hfill (4.67c)$$

From Equation (4.3), which relates an elemental material vector $dX$ to the corresponding spatial vector $dx$, relationships can be established between elemental material and spatial vectors for the configurations shown in
Figure 4.3:
\[ dx_t = F_t dX, \]  
\[ dx_{t+\Delta t} = F_{t+\Delta t} dX, \]  
\[ dx_{t+\Delta t} = \Delta F dx_t. \]  
(4.68a)  
(4.68b)  
(4.68c)

Substituting Equation (4.68a) into (4.68c) gives
\[ dx_{t+\Delta t} = \Delta F F_t dX. \]  
(4.69)

Substituting Equation (4.68b) into (4.69) yields
\[ F_{t+\Delta t} dX = \Delta F F_t dX. \]  
(4.70)

Consequently,
\[ \Delta F = F_{t+\Delta t} F_t^{-1}. \]  
(4.71)

Alternatively the chain rule can be invoked to give a direct solution as
\[ F_{t+\Delta t} = \frac{\partial x_{t+\Delta t}}{\partial X} = \frac{\partial x_{t+\Delta t}}{\partial x_t} \frac{\partial x_t}{\partial X} = \Delta F F_t, \]  
(4.72)

which, rearranged, gives Equation (4.71).

(b) The deformation is given by
\[ x_1 = \frac{1}{4} (4X_1 + (9 - 3X_1 - 5X_2 - X_1X_2) t) \]  
\[ x_2 = \frac{1}{4} (4X_2 + (16 + 8X_1) t). \]

From this, the components of the deformation gradient are found to be
\[ F_{11} = \frac{\partial x_1}{\partial X_1} = \frac{1}{4} (4 + (-3 - X_2) t) = \frac{4 - (3 + X_2) t}{4} \]  
(4.73a)
\[ F_{12} = \frac{\partial x_1}{\partial X_2} = \frac{1}{4} ((-5 - X_1) t) = \frac{- (5 + X_1) t}{4} \]  
(4.73b)
\[ F_{21} = \frac{\partial x_2}{\partial X_1} = \frac{1}{4} (8 t) = 2 t \]  
(4.73c)
\[ F_{22} = \frac{\partial x_2}{\partial X_2} = \frac{1}{4} (4) = 1. \]  
(4.73d)
For $X = [0, 0]^T$ this yields

$$F = \begin{bmatrix} 1 - \frac{3}{4}t & -\frac{5}{4}t \\ 2t & 1 \end{bmatrix}. \quad (4.74)$$

Thus for $t = 1$ and $t + \Delta t = 2$,

$$F_t = \begin{bmatrix} \frac{1}{4} & -\frac{5}{4} \\ 2 & 1 \end{bmatrix}; \quad F_{t+\Delta t} = \begin{bmatrix} -\frac{1}{2} & -\frac{5}{2} \\ 4 & 1 \end{bmatrix}, \quad (4.75)$$

which enables $\Delta F$ to be calculated as

$$\Delta F = F_{t+\Delta t} F_t^{-1} = \begin{bmatrix} -\frac{1}{2} & -\frac{5}{2} \\ 4 & 1 \end{bmatrix} \begin{bmatrix} \frac{4}{11} & -\frac{5}{11} \\ -\frac{8}{11} & \frac{1}{11} \end{bmatrix} = \begin{bmatrix} \frac{18}{11} & -\frac{5}{11} \\ -\frac{8}{11} & \frac{21}{11} \end{bmatrix}. \quad (4.76)$$

The push forward of the material vector $G = [1, 1]^T$ at times $t$ and $t + \Delta t$ becomes

$$g_t = F_t G = \begin{bmatrix} \frac{1}{4} & -\frac{5}{4} \\ 2 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} -1 \\ 3 \end{bmatrix}, \quad (4.77a)$$

$$g_{t+\Delta t} = F_{t+\Delta t} G = \begin{bmatrix} -\frac{1}{2} & -\frac{5}{2} \\ 4 & 1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} -3 \\ 5 \end{bmatrix}. \quad (4.77b)$$

Finally $g_{t+\Delta t}$ can be calculated using Equation (4.68) to give

$$g_{t+\Delta t} = \Delta F g_t = \begin{bmatrix} \frac{18}{11} & -\frac{5}{11} \\ -\frac{8}{11} & \frac{21}{11} \end{bmatrix} \begin{bmatrix} -1 \\ 3 \end{bmatrix} = \begin{bmatrix} -3 \\ 5 \end{bmatrix}. \quad (4.78)$$

(c) The velocity gradient tensor is given by Equation (4.20) as $l = \dot{F} F^{-1}$ where the inverse of the deformation gradient tensor at $t = 1$ given in Equation (4.75) is

$$F_t^{-1} = \begin{bmatrix} \frac{4}{11} & \frac{5}{11} \\ -\frac{8}{11} & \frac{1}{11} \end{bmatrix}. \quad (4.79)$$
The time derivative of the deformation gradient at \( t = 1 \) is obtained from Equation (4.74) as

\[
\dot{\mathbf{F}}_t = \begin{bmatrix}
-\frac{3}{4} & -\frac{5}{4} \\
2 & 0
\end{bmatrix}.
\]  

(4.80)

The velocity gradient is now easily found as

\[
\mathbf{l} = \dot{\mathbf{F}}_t \mathbf{F}_t^{-1} = \begin{bmatrix}
\frac{7}{11} & -\frac{5}{11} \\
\frac{8}{11} & \frac{10}{11}
\end{bmatrix},
\]  

(4.81)

and from Equation (4.23) the rate of deformation tensor is calculated as

\[
\mathbf{d} = \frac{1}{2} (\mathbf{l} + \mathbf{l}^T) = \frac{1}{2} \left( \begin{bmatrix}
\frac{7}{11} & -\frac{5}{11} \\
\frac{8}{11} & \frac{10}{11}
\end{bmatrix} + \begin{bmatrix}
\frac{7}{11} & \frac{8}{11} \\
-\frac{5}{11} & \frac{10}{11}
\end{bmatrix} \right)
= \begin{bmatrix}
\frac{14}{22} & \frac{3}{22} \\
\frac{3}{22} & \frac{20}{22}
\end{bmatrix}.
\]  

(4.82)

**EXAMPLE 4.6: Textbook Exercise 4.3**

Using Equation (4.14) prove that the area ratio can be expressed alternatively as

\[
\frac{da}{dA} = J \sqrt{\mathbf{N} \cdot \mathbf{C}^{-1} \mathbf{N}}.
\]

**Solution**

Equation (4.14) can be expanded to give

\[
da \mathbf{n} = J \mathbf{F}^{-T} dA \mathbf{N}.
\]  

(4.83)

Squaring both sides yields

\[
da^2 \mathbf{n} \cdot \mathbf{n} = J^2 dA^2 (\mathbf{F}^{-T} \mathbf{N})^T (\mathbf{F}^{-T} \mathbf{N}).
\]  

(4.84)
Noting that $\mathbf{n} \cdot \mathbf{n} = 1$ and the right Cauchy–Green tensor $\mathbf{C} = \mathbf{F}^T \mathbf{F}$ allows $da^2$ to be extracted as

$$da^2 = J^2 dA^2 \mathbf{N}^T (\mathbf{F}^{-1} \mathbf{F}^{-T}) \mathbf{N}$$
$$= J^2 dA^2 \mathbf{N} \cdot \mathbf{C}^{-1} \mathbf{N},$$

(4.85)
gives

$$\frac{da}{dA} = J \sqrt{\mathbf{N} \cdot \mathbf{C}^{-1} \mathbf{N}}.$$  
(4.86)

**EXAMPLE 4.7: Textbook Exercise 4.4**

Consider the planar (1–2) deformation for which the deformation gradient is

$$\mathbf{F} = \begin{bmatrix} F_{11} & F_{12} & 0 \\ F_{21} & F_{22} & 0 \\ 0 & 0 & \lambda_3 \end{bmatrix},$$

where $\lambda_3$ is the stretch in the thickness direction normal to the (1–2) plane. If $dA$ and $da$ are the elemental areas in the (1–2) plane and $H$ and $h$ the thicknesses before and after deformation respectively, show that

$$\frac{da}{dA} = j \quad \text{and} \quad h = H \frac{J}{j},$$

where $j = \det(F_{kl}), \ k, l = 1, 2.$

**Solution**

From Equation (4.12) the elemental volume ratio is given by

$$dv = \det \mathbf{F} dV; \det \mathbf{F} = j \lambda_3 \quad \lambda_3 = \frac{h}{H},$$

(4.87)

which can be rewritten in terms of $h$ and $H$ as

$$h \, da = H \, \det \mathbf{F} \, dA.$$  
(4.88)

Substituting from Equation (4.87) gives

$$h \, da = H \, j \, \frac{h}{H} \, dA,$$  
(4.89)
FIGURE 4.4 Interpretation of $dx = VRdX$

hence,

$$\frac{da}{dA} = j,$$

(4.90)

and from Equation (4.87)

$$h = H \frac{\det F}{j} = H \left(\frac{J}{j}\right).$$

(4.91)

EXAMPLE 4.8: Textbook Exercise 4.5

Using textbook Figure 4.4 as a guide, draw a similar diagram that interprets the polar decomposition Equation (4.8) $dx = V(RdX)$.

**Solution**

See Figure 4.4.

EXAMPLE 4.9: Textbook Exercise 4.6

Show that the condition for an elemental material vector $dX = NdL$ to exhibit zero extension is $N \cdot CN = 1$, where $C = F^T F$. 

Solution

Consider material and spatial elemental vectors \( dX = NdL \) and \( dx = ndl \) where \( N \) and \( n \) are unit vectors defining the direction of \( dX \) and \( dx \) respectively. Consequently,

\[
dx = FdX = FN dL,
\]

or alternatively,

\[
dl = FN dL.
\]

Squaring both sides of the above equation gives

\[
n \cdot ndl^2 = (FN) \cdot (FN) dL^2.
\]

Hence,

\[
\left( \frac{dl}{dL} \right)^2 = N^T (F^T F) N = N \cdot CN,
\]

implying that for \( dl = dL \), we have \( N \cdot CN = 1 \).

EXAMPLE 4.10: Textbook Exercise 4.7

Prove Equation (4.11), that is,

\[
F^{-T} N_\alpha = \frac{1}{\lambda_\alpha} n_\alpha.
\]

Solution

It is instructive to prove that \( UN_\alpha = \lambda_\alpha N_\alpha \) as given at the bottom of textbook page 107 as this is relevant to proving Equation (4.10). Recall from Equation (4.7) that

\[
U = \sum_{\beta=1}^{3} \lambda_\beta \ N_\beta \otimes N_\beta,
\]
hence

\[
UN_\alpha = \left( \sum_{\beta=1}^{3} \lambda_\beta N_\beta \otimes N_\beta \right) N_\alpha \\
= \sum_{\beta=1}^{3} \lambda_\beta (N_\alpha \cdot N_\beta) N_\beta \\
= \lambda_\alpha N_\alpha.
\] (4.97)

In a similar manner and in preparation for solving this Exercise, it can be shown using Equation (4.6) that

\[
C^{-1}N_\alpha = \left( \sum_{\beta=1}^{3} \frac{1}{\lambda_\beta^2} N_\beta \otimes N_\beta \right) N_\alpha \\
= \frac{1}{\lambda_\alpha^2} N_\alpha.
\] (4.98)

Multiplying \( FN_\alpha = RUN_\alpha \) through by \( F^{-T}F^{-1} \) and noting that \( UN_\alpha = \lambda_\alpha N_\alpha \) gives

\[
F^{-T}N_\alpha = F^{-T}F^{-1}RU N_\alpha \\
= \lambda_\alpha (F^{-T})(F^{-1})RN_\alpha.
\] (4.99)

Recalling that \( R^{-1} = R^T \) and \( U^T = U \) yields

\[
F^{-T}N_\alpha = \lambda_\alpha (R^{-T}U^{-T})(U^{-1}R^{-1})RN_\alpha \\
= \lambda_\alpha RU^{-1}U^{-1}N_\alpha \\
= \lambda_\alpha RC^{-1}N_\alpha \\
= \lambda_\alpha R \frac{1}{\lambda_\alpha^2} N_\alpha \\
= \frac{1}{\lambda_\alpha} RN_\alpha \\
= \frac{1}{\lambda_\alpha} n_\alpha.
\] (4.100)
EXAMPLE 4.11: Textbook Exercise 4.8

The motion of a body, at time $t$, is given by

$$\mathbf{x} = \mathbf{F}(t) \mathbf{X}; \quad \mathbf{F}(t) = \begin{bmatrix} 1 & t & t^2 \\ t^2 & 1 & t \\ t & t^2 & 1 \end{bmatrix};$$ (4.101a)

$$\mathbf{F}^{-1}(t) = \frac{1}{(t^3 - 1)} \begin{bmatrix} -1 & t & 0 \\ 0 & -1 & t \\ t & 0 & -1 \end{bmatrix}. \quad (4.101b)$$

Find the velocity of the particle, (a) initially at $\mathbf{X} = (1, 1, 1)^T$ at time $t = 0$; and (b) currently at $\mathbf{x} = (1, 1, 1)^T$ at time $t = 2$. Using $J = dv/dV$ show that at time $t = 1$ the motion is not realistic.

Solution

From Equations (4.19) and (4.101) the velocity can be found to be

$$\mathbf{v}(\mathbf{X}, t) = \frac{\partial \phi(\mathbf{X}, t)}{\partial t} = \frac{\partial \mathbf{F}(t)}{\partial t} \mathbf{X} = \begin{bmatrix} 0 & 1 & 2t \\ 2t & 0 & 1 \\ 1 & 2t & 0 \end{bmatrix} \mathbf{X}. \quad (4.102)$$

Consequently at time $t = 0$ and $\mathbf{X} = (1, 1, 1)^T$ the velocity $\mathbf{v} = (1, 1, 1)^T$. The material coordinates $\mathbf{X}$ can be written in terms of the spatial coordinates $\mathbf{x}$ as $\mathbf{X} = \mathbf{F}^{-1}(t) \mathbf{x}$; thus for time $t = 2$ and $\mathbf{x} = (1, 1, 1)^T$, the material coordinates are calculated as

$$\mathbf{X} = \frac{1}{(t^3 - 1)} \begin{bmatrix} -1 & t & 0 \\ 0 & -1 & t \\ t & 0 & -1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}_{t=2} = \frac{1}{7} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}. \quad (4.103)$$

Using the above material coordinates together with Equation (4.102), the velocity at $t = 2$ is simply found to be

$$\mathbf{v} = \begin{bmatrix} 0 & 1 & 4 \\ 4 & 0 & 1 \\ 1 & 4 & 0 \end{bmatrix} \frac{1}{7} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} = \frac{5}{7} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}. \quad (4.104)$$
Finally, $\det F = t^3 - 1$ hence at $t = 1 \det F = 0$; that is, the material has vanished!

**EXAMPLE 4.12: Textbook Exercise 4.9**

For a pure expansion the deformation gradient is $F = \alpha I$, where $\alpha$ is a scalar (function of time). Show that the rate of deformation is

$$d = \frac{\dot{\alpha}}{\alpha} I.$$

**Solution**

The material time derivative of $F$ is easily determined as $\dot{F} = \dot{\alpha} I$. From Equation (4.21) the material time derivative of Green’s strain is found to be

$$\dot{E} = \frac{1}{2} (\dot{F}^T F + F^T \dot{F})$$

$$= \frac{1}{2} \dot{\alpha} (F + F^T)$$

$$= \frac{1}{2} \dot{\alpha} (\alpha I + \alpha I)$$

$$= \dot{\alpha} \alpha I.$$  \hspace{1cm} (4.105)

The rate of deformation can now be calculated from Equation (4.22) as

$$d = F^{-T} \dot{E} F^{-1} = \frac{\dot{\alpha}}{\alpha} I.$$  \hspace{1cm} (4.106)

**EXAMPLE 4.13: Textbook Exercise 4.10**

Show that at the initial configuration, $F = I$, the linearization of $\dot{\hat{\mathbf{C}}}$ in the direction of a displacement $\mathbf{u}$ is

$$D\dot{\hat{\mathbf{C}}} = 2\dot{\epsilon}' = 2 \left[ \epsilon - \frac{1}{3} (\text{tr} \epsilon) I \right].$$

**Solution**

Recall from Equations (4.13) and (4.2) that

$$\dot{\hat{\mathbf{C}}} = III^{-\frac{1}{2}} \dot{\mathbf{C}},$$  \hspace{1cm} (4.107)
where $C$ is the right Cauchy–Green tensor and $III_C$ is the third invariant (i.e., the determinant) of $C$. Consequently,

$$D\hat{C}[u] = -\frac{1}{3}III_C^{-\frac{4}{3}}DIII_C[u]C + III_C^{-\frac{1}{3}}DC[u]. \tag{4.108}$$

Noting that $III_C = \det C = J^2$ and from Equation (4.18) that $DJ[u] = J \text{tr} \varepsilon$, enables the directional derivative $DIII_C[u]$ to be determined as

$$DIII_C[u] = DJ^2[u]$$

$$= 2J DJ[u]$$

$$= 2J^2 \text{tr} \varepsilon$$

$$= 2III_C(\text{tr} \varepsilon). \tag{4.109}$$

Turning attention to the second directional derivative in Equation (4.108), observe that textbook Equation (4.74a) gives $DC[u] = 2F^T \varepsilon F$, which is proved using Equations (4.15) and (4.16) as follows:

$$DC[u] = D(F^T F)[u]$$

$$= DF^T[u]F + F^T DF[u]$$

$$= F^T (\nabla u)F + F^T (\nabla u)^T F$$

$$= F^T (\nabla u + (\nabla u)^T) F$$

$$= 2F^T \varepsilon F. \tag{4.110}$$

Consequently Equation (4.108) can be rewritten as

$$D\hat{C}[u] = -\frac{1}{3}III_C^{-\frac{4}{3}}2IIIC(\text{tr} \varepsilon)C + III_C^{-\frac{1}{3}}2F^T \varepsilon F$$

$$= -\frac{2}{3}III_C^{-\frac{1}{3}}(\text{tr} \varepsilon)C + 2III_C^{-\frac{1}{3}}F^T \varepsilon F. \tag{4.111}$$

At the initial configuration $F = I, C = I$ and $III_C = 1$; hence

$$D\hat{C}[u] = -\frac{2}{3}\text{tr} \varepsilon I + 2\varepsilon = 2 \left[ \varepsilon - \frac{1}{3}(\text{tr} \varepsilon) I \right]. \tag{4.112}$$
CHAPTER FIVE

STRESS AND EQUILIBRIUM

The examples presented in this chapter largely focus on the consequences of describing the virtual work expression of equilibrium in either a spatial or material configuration. An immediate result is the emergence of various alternative stress measures and the concept of work conjugacy. Examples involving stress rates and objective stress rates are also considered.

Equation summary

Vector projection interpretation of the tensor product [2.28]

\[(u \otimes v)w = (w \cdot v)u.\]  

Double product \(A : B\) in terms of the trace [2.51]

\[A : B = \text{tr}(A^T B) = \text{tr}(B A^T) = \text{tr}(B^T A) = \text{tr}(A B^T) = \sum_{i,j=1}^{3} A_{ij} B_{ij}.\]  

Elemental area relation (Nanson’s formula) [4.68]

\[d\alpha = JF^{-T} dA.\]  

Virtual internal work as a function of the first Piola–Kirchhoff stress \(P\) [5.33]

\[\delta W_{\text{int}} = \int_V P : \delta \dot{F} \, dV ; \, P = J\sigma F^{-T}.\]
Material differential equilibrium equation [5.36]
\[ \nabla_0 P + f_0 = 0 ; \quad \nabla_0 P = \frac{\partial P}{\partial X}. \] (5.5)

Elemental force vector \(dp(\sigma)\) [5.38]
\[ dp = tda = \sigma da. \] (5.6)

Elemental force vector \(dp(P)\) [5.39]
\[ dp = J\sigma F^{-T} dA = P dA. \] (5.7)

Cauchy stress \(\sigma\) in terms of first Piola–Kirchhoff stress \(P\) [5.45a]
\[ \sigma = J^{-1}PF^T. \] (5.8)

Kirchhoff stress tensor \(\tau = J\sigma\) as the push forward of second Piola–Kirchhoff stress \(S\) [5.46b]
\[ \tau = FSF^T. \] (5.9)

Time derivative of inverse of the deformation gradient \(F\) [5.55]
\[ \frac{d}{dt}F^{-1} = -F^{-1}l. \] (5.10)

Deviatoric and pressure components of the Cauchy stress \(\sigma\) [5.49]
\[ \sigma = \sigma' + pI; \quad p = \frac{1}{3} \text{tr} \sigma = \frac{1}{3} \sigma : I. \] (5.11)

Deviatoric and pressure components of the first Piola–Kirchhoff stress \(P\) [5.50a]
\[ P = P' + pJF^{-T}; \quad P' = J\sigma'F^{-T}. \] (5.12)

Convective stress rate [5.60]
\[ \sigma^\diamond = F^{-T} \left[ \frac{d}{dt}(F^T \sigma F) \right] F^{-1} \]
\[ = \dot{\sigma} + l^T\sigma + \sigma l. \] (5.13)

Jaumann stress rate, see [5.62]
\[ \sigma^\nabla = \dot{\sigma} + \sigma w - w\sigma. \] (5.14)

**EXAMPLE 5.1**

A three-dimensional finite deformation of a continuum from an initial configuration \(X = (X_1, X_2, X_3)^T\) to a final configuration \(x = (x_1, x_2, x_3)^T\)
is given as
\[ x_1(X) = 5 - 3X_1 - X_2 \]  
\[ x_2(X) = 2 + \frac{5}{4}X_1 - 2X_2 \]  
\[ x_3(X) = X_3. \]

In addition, the first Piola–Kirchhoff stress tensor is given by
\[
\mathbf{P} = \begin{bmatrix}
X_1 & X_1 & 0 \\
\alpha & X_2 & 0 \\
0 & 0 & X_3
\end{bmatrix}.
\]  
(5.16)

(a) Determine if the deformation is isochoric.
(b) Determine the value of \( \alpha \) so that the stress tensor \( \mathbf{P} \) satisfies rotational equilibrium.
(c) Determine the body force field \( f_0 \) per unit undeformed volume such that the material differential equilibrium Equation (5.5) is satisfied.

_Solution_

(a) From Equation (5.15) the deformation gradient is found as
\[
\mathbf{F} = \begin{bmatrix}
\frac{\partial x_1}{\partial X_1} & \frac{\partial x_1}{\partial X_2} & \frac{\partial x_1}{\partial X_3} \\
\frac{\partial x_2}{\partial X_1} & \frac{\partial x_2}{\partial X_2} & \frac{\partial x_2}{\partial X_3} \\
\frac{\partial x_3}{\partial X_1} & \frac{\partial x_3}{\partial X_2} & \frac{\partial x_3}{\partial X_3}
\end{bmatrix} = \begin{bmatrix}
-3 & -1 & 0 \\
\frac{5}{4} & -2 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]  
(5.17)

The volume ratio \( J = \det \mathbf{F} \) is 7.25 which means the deformation is non-isochoric.

(b) From Equation (5.8), \( \mathbf{\sigma} = J^{-1} \mathbf{P} \mathbf{F}^T \) which is symmetric since \( \mathbf{\sigma} = \mathbf{\sigma}^T \); hence
\[
J \mathbf{\sigma} = \begin{bmatrix}
X_1 & X_1 & 0 \\
\alpha & X_2 & 0 \\
0 & 0 & X_3
\end{bmatrix} \begin{bmatrix}
-3 & \frac{5}{4} & 0 \\
-1 & -2 & 0 \\
0 & 0 & 1
\end{bmatrix} = \begin{bmatrix}
-4X_1 & -\frac{3}{4}X_1 & 0 \\
-(3\alpha + X_2) & (\frac{5}{4}\alpha - 2X_2) & 0 \\
0 & 0 & X_3
\end{bmatrix}.
\]  
(5.18)
Symmetry requires that
\[-\frac{3}{4}X_1 = -(3\alpha + X_2) ; \quad \alpha = \frac{X_1}{4} - \frac{X_2}{3}, \quad (5.19)\]
giving
\[
\sigma = \frac{4}{29} \begin{bmatrix}
-4X_1 & -\frac{3}{4}X_1 & 0 \\
-\frac{3}{4}X_1 & \left(\frac{5}{16}X_1 - \frac{9}{12}X_2\right) & 0 \\
0 & 0 & X_3
\end{bmatrix}.
\quad (5.20)
\]
(c) From Equation (5.5) the material body force vector is
\[
f_0 = -\nabla_0 P = \sum_{i,J=1}^{3} \frac{\partial P_{iJ}}{\partial X_J},
\quad (5.21)
\]
where
\[
P = \begin{bmatrix}
X_1 & X_1 & 0 \\
\left(\frac{X_1}{4} - \frac{X_2}{3}\right) & X_2 & 0 \\
0 & 0 & X_3
\end{bmatrix},
\quad (5.22)
\]
hence
\[
f_0 = -\begin{bmatrix}
1 \\
\frac{5}{4} \\
1
\end{bmatrix}.
\quad (5.23)
\]
EXAMPLE 5.2
The deformation of a body is described by
\[
x_1 = -3X_2 ; \quad x_2 = \frac{3}{2}X_1 ; \quad x_3 = X_3,
\quad (5.24)
\]
and the Cauchy stress tensor at a certain point in the spatial configuration is
\[
\sigma = \begin{bmatrix}
10 & 2 & 0 \\
2 & 30 & 0 \\
0 & 0 & 10
\end{bmatrix}.
\quad (5.25)
\]
Determine the Cauchy traction vector $t = \sigma n$ and the first Piola–Kirchhoff traction vector $t^{PK} = P N$ acting on a plane characterized by the spatial outward normal $n = (0, 1, 0)^T$.

**Solution**

From Equation (5.24) the basic kinematic deformation gradient quantities are easily found as

$$
F = \begin{bmatrix}
0 & -3 & 0 \\
\frac{3}{2} & 0 & 0 \\
0 & 0 & 1
\end{bmatrix};
F^{-1} = \begin{bmatrix}
0 & \frac{2}{3} & 0 \\
-\frac{1}{3} & 0 & 0 \\
0 & 0 & 1
\end{bmatrix},
$$

(5.26)

$$
F^T = \begin{bmatrix}
0 & \frac{3}{2} & 0 \\
-3 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix};
F^{-T} = \begin{bmatrix}
0 & -\frac{1}{3} & 0 \\
\frac{2}{3} & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}.
$$

(5.27)

From Equation (5.26) the elemental volume ratio $J = \det F = 9/2$. The Cauchy stress tensor is trivially found as

$$
t = \sigma n = \begin{bmatrix}
10 & 2 & 0 \\
2 & 30 & 0 \\
0 & 0 & 10
\end{bmatrix} \begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix} = \begin{bmatrix}
2 \\
30 \\
0
\end{bmatrix}.
$$

(5.28)

From Nanson’s formula given by Equation (5.3) the material unit normal $N$ is the pull back of the spatial unit normal $n$ as

$$
N = \left( J^{-1} \frac{da}{dA} \right) F^T n,
$$

(5.29)

where $da$ and $dA$ are now scalars. Insofar as $N$ is a unit vector

$$
N = \frac{F^T n}{\|F^T n\|}.
$$

(5.30)
For the spatial unit normal \( n = (0, 1, 0)^T \) it is easy to find \( N = (1, 0, 0)^T \). Using Equation (5.8) the first Piola–Kirchhoff stress is found as

\[
P = J\sigma F^{-T} = \frac{9}{2} \begin{bmatrix}
10 & 2 & 0 \\
2 & 30 & 0 \\
0 & 0 & 10
\end{bmatrix} \begin{bmatrix}
0 & -\frac{1}{3} & 0 \\
\frac{2}{3} & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
= \frac{9}{2} \begin{bmatrix}
\frac{4}{3} & -\frac{10}{3} & 0 \\
20 & -\frac{2}{3} & 0 \\
0 & 0 & 10
\end{bmatrix}
\].

(5.31)

Consequently for \( N = (1, 0, 0)^T \)

\[
t^{PK} = PN = \frac{9}{2} \begin{bmatrix}
\frac{4}{3} \\
20 \\
0
\end{bmatrix} = \begin{bmatrix}
6 \\
90 \\
0
\end{bmatrix}.
\]

(5.32)

It is worth exploring this example a little more since both \( \sigma \) and \( P \) should yield the same elemental force vector \( dp \) provided they are post multiplied by the spatial and material elemental areas \( da \) and \( dA \), respectively. To this end Equation (4.86) is employed to calculate the area ratio using the material unit vector \( N \) associated with area \( dA \) and the inverse of the right Cauchy–Green deformation tensor \( C^{-1} \) as

\[
\frac{da}{dA} = J\sqrt{N \cdot C^{-1} N} ; \quad C^{-1} = F^{-1} F^{-T}.
\]

(5.33)

For \( N = (1, 0, 0)^T \) and using Equations (5.26) and (5.27), the area ratio is calculated as

\[
\frac{da}{dA} = 3.
\]

(5.34)

Using Equations (5.6), (5.7), (5.28), and (5.32), the elemental force vector \( dp \) can be variously calculated in terms of the Cauchy stress \( \sigma \) and first
Piola–Kirchhoff stress $P$ as

$$ dp = \sigma nda = \begin{bmatrix} 10 & 2 & 0 \\ 2 & 30 & 0 \\ 0 & 0 & 10 \end{bmatrix} \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} da = \begin{bmatrix} 2 \\ 30 \\ 0 \end{bmatrix} da. \quad (5.35) $$

Or

$$ dp = PN dA = \frac{9}{2} \begin{bmatrix} \frac{4}{3} & -\frac{10}{3} & 0 \\ 20 & -\frac{2}{3} & 0 \\ 0 & 0 & 10 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} dA = \begin{bmatrix} 6 \\ 90 \\ 0 \end{bmatrix} dA. \quad (5.36) $$

Observing that $dA = da/3$ shows that the same elemental force can be calculated using either a spatial or material description.

**EXAMPLE 5.3: Textbook Exercise 5.1**

A two-dimensional Cauchy stress tensor is given as

$$ \sigma = t \otimes n_1 + \alpha n_1 \otimes n_2, $$

where $t$ is an arbitrary vector and $n_1$ and $n_2$ are orthogonal unit vectors.

(a) Describe graphically the state of stress.

(b) Determine the value of $\alpha$. (Hint: $\sigma$ must be symmetric.)

**Solution**

To reveal the two-dimensional nature of the stress tensor, investigate the traction vector existing on planes normal to the two orthogonal axes. This is achieved by multiplying $\sigma$, in turn, by $n_1$ and $n_2$ and employing Equation (5.1):

$$ \sigma n_1 = (t \otimes n_1)n_1 + \alpha(n_1 \otimes n_2)n_1 $$

$$ = (n_1 \cdot n_1) t + \alpha(n_1 \cdot n_2) n_1 $$

$$ = t. \quad (5.37) $$

$$ \sigma n_2 = (t \otimes n_1)n_2 + \alpha(n_1 \otimes n_2)n_2 $$

$$ = (n_2 \cdot n_1) t + \alpha(n_2 \cdot n_2) n_1 $$

$$ = \alpha n_1. \quad (5.38) $$
Consequently the traction vector $t$ operates on the surface normal to $n_1$ while a shear force of magnitude $\alpha$ acts in the $n_1$ direction in the surface normal to $n_2$, see Figure 5.1. It is easy to show that since $\sigma$ is symmetric then $n_1 \cdot \sigma n_2 = n_2 \cdot \sigma n_1$. Expanding these terms enables $\alpha$ to be found as follows:

\[
\begin{align*}
n_1 \cdot \sigma n_2 &= n_1 \cdot (t \otimes n_1)n_2 + \alpha n_1 \cdot (n_1 \otimes n_2)n_2 \\
&= n_1 \cdot (n_2 \cdot n_1)t + \alpha n_1 \cdot (n_2 \cdot n_2)n_1 \\
&= \alpha. \tag{5.39}
\end{align*}
\]

\[
\begin{align*}
n_2 \cdot \sigma n_1 &= n_2 \cdot (t \otimes n_1)n_1 + \alpha n_2 \cdot (n_1 \otimes n_2)n_1 \\
&= n_2 \cdot (n_1 \cdot n_1)t + \alpha n_2 \cdot (n_1 \cdot n_2)n_1 \\
&= n_2 \cdot t. \tag{5.40}
\end{align*}
\]

This gives $\alpha = n_2 \cdot t$ which is also the magnitude of the component of $t$ in the direction $n_2$ required for symmetry of the Cauchy stress tensor.

**EXAMPLE 5.4: Textbook Exercise 5.2**

Using Equation (5.10) and a process similar to that employed in textbook Example 5.5, page 150, show that, with respect to the initial volume, the stress tensor $\Pi$ is work conjugate to the tensor $\dot{H}$, where $\dot{H} = -F^{-T}$ and $\Pi = PC = J\sigma F$. 

\[
\begin{align*}
\end{align*}
\]
Solution

Observe from Equation (5.4) that the first Piola–Kirchhoff stress tensor \( P \) is work conjugate to the time derivative of the deformation gradient \( F \). Consequently the work term \( P : \dot{F} \) will provide a vehicle for addressing the question. The term \( \dot{F} \) can be found by taking the time derivative of the identity \( FF^{-1} = I \) as:

\[
\frac{d}{dt}(FF^{-1}) = \dot{F}F^{-1} + F\dot{F}^{-1} = 0,
\]

hence

\[
\dot{F} = -F\dot{F}^{-1}F.
\]

The first Piola–Kirchhoff stress tensor is \( P = J\sigma F^{-T} \) which together with the above equation and the properties of the trace given by Equation (5.2) gives

\[
P : \dot{F} = -(J\sigma F^{-T}) : (F\dot{F}^{-1}F)
= -J\text{tr}(\sigma F^{-T}(F\dot{F}^{-1}F)^T)
= -J\text{tr}(\sigma F^{-T}F^T\dot{F}^{-T}F^T)
= -J\text{tr}(\sigma(\dot{F}^{-T}F^T))
= -J\text{tr}(\dot{F}^{-T}(F^T\sigma))
= -J\sigma F : \dot{F}^{-T}
= \Pi : \dot{H},
\]

where use has been made of the symmetry of \( \sigma \). Equation (5.43) shows that \( \Pi \) is work conjugate to \( \dot{H} \). Using Equation (5.8) it is easy to show that \( PC = J\sigma F \).

**EXAMPLE 5.5: Textbook Exercise 5.3**

Using the time derivative of the equality \( CC^{-1} = I \), show that the tensor \( \Sigma = CSC = JF^T\sigma F \) is work conjugate to \( \frac{1}{2}\dot{B} \), where \( B = -C^{-1} \) with
respect to the initial volume. Find relationships between $T$ (Biot stress tensor), $\Sigma$, and $\Pi$.

**Solution**

The time derivative of $CC^{-1} = I$ is simply found to be

$$\frac{d}{dt}(CC^{-1}) = \dot{CC}^{-1} + CC^{-1} = 0,$$

hence

$$\dot{C} = -C\dot{C}^{-1}C.$$  (5.45)

A starting point can be found by observing that the second Piola–Kirchhoff stress tensor $S$ is work conjugate to the time derivative of the Green’s strain $E$ with respect to the initial volume and that $\dot{E} = \frac{1}{2}\dot{C}$ where $C$ is the right Cauchy–Green tensor. Hence,

$$S : \dot{E} = \frac{1}{2}S : \dot{C}.$$  (5.46)

Substituting from Equation (5.45) for $\dot{C}$ and using the properties of the trace given by Equation (5.2) together with symmetries of $S$ and $C$ enables the work conjugate relationship between $\Sigma$ and $\frac{1}{2}\dot{B}$ to be found:

$$S : \dot{E} = -\frac{1}{2}S : (C\dot{C}^{-1}C)$$

$$= -\frac{1}{2}\text{tr}(S^T C\dot{C}^{-1}C)$$

$$= -\frac{1}{2}\text{tr}((SC\dot{C}^{-1})C^T)$$

$$= (CS) : \left(-\frac{1}{2}\dot{C}^{-1}\right)$$

$$= \Pi : \left(\frac{1}{2}\dot{B}\right).$$  (5.47)
From textbook Example 5.5 (page 150) the Biot stress tensor is

\[ T = \frac{1}{2} (SU + US). \] (5.48)

Noting the following relationships

\[ F = RU ; \quad U = R^T F, \] (5.49)
\[ P = FS ; \quad S = F^{-1} P, \] (5.50)

and that \( S \) and \( U \) are symmetric enables the Biot stress to be expressed as

\[
T = \frac{1}{2} \left( (P^T F^{-T}) (R^T F) + (R^T F) (F^{-1} P) \right) \\
= \frac{1}{2} \left( P^T F^{-T} F^T R + R^T F F^{-1} P \right) \\
= \frac{1}{2} \left( P^T R + R^T P \right). \] (5.51)

From the previous example, \( \Pi = PC \), hence

\[ T = \frac{1}{2} \left( C^{-1} \Pi^T R + R^T \Pi^T C^{-1} \right). \] (5.52)

We can now find \( \Pi \) in terms of \( \Sigma \) using Equation (5.50) as follows:

\[ \Sigma = CSC \]
\[ = CF^{-1} PC \]
\[ = F^T F F^{-1} \Pi C^{-1} C \]
\[ = F^T \Pi. \] (5.53)

Recalling that \( \Sigma \) is symmetric gives

\[ \Pi = F^{-T} \Sigma ; \quad \Pi^T = \Sigma F^{-1}. \] (5.54)

Substituting into Equation (5.52) gives

\[ T = \frac{1}{2} \left( C^{-1} \Sigma F^{-1} R + R^T F^{-T} \Sigma C^{-1} \right). \] (5.55)

Again noting that \( U \) is symmetric and that \( F = RU \) gives

\[ T = \frac{1}{2} \left( C^{-1} \Sigma U^{-1} + U^{-1} \Sigma C^{-1} \right). \] (5.56)
EXAMPLE 5.6: Textbook Exercise 5.4

Prove $P' : F = 0$ using a procedure similar to textbook Example 5.6, page 152, where $P'$ is the deviatoric component of the first Piola–Kirchhoff stress tensor and $F$ if the deformation gradient tensor.

Solution

From Equations (5.11) and (5.12) the deviatoric first Piola–Kirchhoff stress tensor can be written as

$$P' = J\sigma' F^{-T}$$

$$= J(\sigma - pI) F^{-T}$$

$$= J(\sigma - \frac{1}{3} \text{tr} \sigma I) F^{-T}. \quad (5.57)$$

We can therefore expand $P' : F = 0$ as

$$P' : F = J(\sigma F^{-T}) : F - \frac{1}{3} J \text{tr} \sigma (IF^{-T}) : F$$

$$= J\text{tr}((F^{-1}\sigma)F) - \frac{1}{3} J \text{tr}\sigma\text{tr}(F^{-1}IF)$$

$$= J\text{tr}(FF^{-1}\sigma) - \frac{1}{3} J \text{tr}\sigma\text{tr}(I)$$

$$= J\text{tr}(\sigma) - \frac{1}{3} J \text{tr}\sigma (3)$$

$$= 0. \quad (5.58)$$

EXAMPLE 5.7: Textbook Exercise 5.5

Prove directly that the Jaumann stress (rate) tensor, $\sigma^\nabla$, is an objective tensor, using a procedure similar to textbook Example 5.7, page 154.

Solution

Recall from Equation (5.14) that the Jaumann stress rate tensor is given by $\sigma^\nabla = \dot{\sigma} + \sigma \omega - \omega \sigma$ and that for $\sigma^\nabla$ to be objective under the action of a superimposed rigid body motion $Q$, then $\tilde{\sigma}^\nabla = Q\sigma^\nabla Q^T$. The rotated Jaumann stress rate tensor is

$$\tilde{\sigma}^\nabla = \tilde{\dot{\sigma}} + \tilde{\sigma} \tilde{\omega} - \tilde{\omega} \tilde{\sigma}, \quad (5.59)$$
where, from textbook Equations (5.11), (5.53), and (4.108)

\[ \tilde{\sigma} = Q\sigma Q^T \]  \hspace{1cm} (5.60a)
\[ \dot{\tilde{\sigma}} = Q\dot{\sigma}Q^T + Q\sigma \dot{Q}^T \] \hspace{1cm} (5.60b)
\[ \tilde{\omega} = \frac{1}{2}(\tilde{l} - \tilde{l}^T), \] \hspace{1cm} (5.60c)

and where textbook Equations (4.108) and (4.137) give

\[ \tilde{l} = QlQ^T + \dot{Q}Q^T \] \hspace{1cm} (5.61a)
\[ \tilde{l}^T = Ql^TQ^T + Q\dot{Q}^T \] \hspace{1cm} (5.61b)
\[ \tilde{\omega} = Q\omega Q^T + \frac{1}{2}(\dot{Q}Q^T - Q\dot{Q}^T). \] \hspace{1cm} (5.61c)

Substitute Equations (5.60a–5.60c) and (5.61a–5.61c) into Equation (5.59) and note that \( QQ^T = I \) to give

\[ \tilde{\sigma}^\nabla = Q\dot{\sigma}Q^T + Q\sigma Q^T + Q\sigma \dot{Q}^T \]
\[ + Q\sigma Q^T(\dot{Q}wQ^T + \frac{1}{2}(\dot{Q}Q^T - Q\dot{Q}^T)) \]
\[ - (Q\omega Q^T + \frac{1}{2}(\dot{Q}Q^T - Q\dot{Q}^T))Q\sigma Q^T \]
\[ = Q\dot{\sigma}Q^T + Q\sigma Q^T + Q\sigma \dot{Q}^T \]
\[ + Q\sigma wQ^T + \frac{1}{2}Q\sigma Q^T \dot{Q}Q^T - \frac{1}{2}Q\sigma \dot{Q}^T \]
\[ - Q\omega \sigma Q^T - \frac{1}{2}Q\sigma Q^T + \frac{1}{2}Q\dot{Q}^T Q\sigma Q^T. \] \hspace{1cm} (5.62)

Since \( QQ^T = I \),

\[ \dot{Q}Q^T + QQ^T = 0. \] \hspace{1cm} (5.63a)
\[ \dot{Q}^T = -Q^T \dot{Q}Q^T. \] \hspace{1cm} (5.63b)

Observe that the underlined elements in Equation (5.62) constitute the objective measure of the Jaumann stress tensor: that is,

\[ Q\dot{\sigma}Q^T + Q\sigma wQ^T - Q\omega \sigma Q^T = Q\sigma^\nabla Q^T. \] \hspace{1cm} (5.64)
Now substituting for $\dot{Q}^T$ in Equation (5.62) gives

\[
\tilde{\sigma} \nabla = Q\sigma \nabla Q^T + \dot{Q}\sigma Q^T - Q\sigma Q^T \dot{Q} Q^T
\]
\[
+ \frac{1}{2} Q\sigma Q^T \dot{Q} Q^T + \frac{1}{2} Q\sigma Q^T \dot{Q} Q^T
\]
\[
- \frac{1}{2} \dot{Q} \sigma Q^T - \frac{1}{2} Q Q^T \dot{Q} Q^T \sigma Q^T
\]
\[
= Q\sigma \nabla Q^T, \quad (5.65)
\]

thus proving the objectivity of the Jaumann stress rate tensor.

**EXAMPLE 5.8: Textbook Exercise 5.6**

Prove that if $dx_1$ and $dx_2$ are two arbitrary elemental vectors moving with the body (see textbook Figure 4.2), then

\[
\frac{d}{dt}(dx_1 \cdot \sigma dx_2) = dx_1 \cdot \sigma \diamond dx_2,
\]

where we recall from Equation (5.13) that $\sigma \diamond$ is the convective stress rate given by

\[
\sigma \diamond = \dot{\sigma} + l^T \sigma + \sigma l. \quad (5.66)
\]

**Solution**

When dealing with time derivatives of spatial vectors such as $dx_1$ and $dx_2$ it is convenient to re-express them in terms of the equivalent material vectors as $dx_1 = F dX_1$ and $dx_2 = F dX_2$. Consequently,

\[
dx_1 \cdot \sigma dx_2 = (F dX_1) \cdot \sigma (F dX_2)
\]
\[
= dX_1 \cdot (F^T \sigma F) dX_2. \quad (5.67)
\]

This enables the time derivative to be taken independent of the material vectors, thus:

\[
\frac{d}{dt}(dx_1 \cdot \sigma dx_2) = dX_1 \cdot \frac{d}{dt}(F^T \sigma F) dX_2. \quad (5.68)
\]
Applying the chain rule to the time derivative in the above equation and noting from Equation (4.20) that $\dot{F} = lF$ yields

$$\frac{d}{dt}(F^T \sigma F) = \dot{F}^T \sigma F + F^T \dot{\sigma} F + F^T \sigma \dot{F}$$

$$= F^T l^T \sigma F + F^T \dot{l} \sigma F + F^T \sigma l F$$

$$= F^T (\dot{l} + \sigma l + l^T \sigma) F \quad \text{(5.69)}$$

$$= F^T \sigma \odot F. \quad \text{(5.70)}$$

Substitute the above equation into Equation (5.68) to give

$$\frac{d}{dt}(dx_1 \cdot \sigma dx_2) = (F dx_1) \cdot \sigma \odot (F dx_2)$$

$$= dx_1 \cdot \sigma \odot dx_2. \quad \text{(5.71)}$$
CHAPTER SIX

HYPERELASTICITY

Equation summary

First tensor invariant [2.47]

\[ I_S = \text{tr} S = \sum_{i=1}^{3} S_{ii}. \] (6.1)

Pull back of the rate of deformation [4.100]

\[ \dot{E} = \phi^{-1}_* [d] = F^T dF. \] (6.2)

Constitutive equation for second Piola–Kirchhoff stress [6.7b]

\[ S = 2 \frac{\partial \Psi}{\partial C} = \frac{\partial \Psi}{\partial E}. \] (6.3)

Material elasticity tensor [6.11]

\[ C = \frac{\partial S}{\partial E} = 2 \frac{\partial S}{\partial C}. \] (6.4)

Piola push forward of constitutive tensor [6.14]

\[ c = \sum_{i,j,k,l=1}^{3} J^{-1} F_{iI} F_{jJ} F_{kK} F_{lL} \mathcal{C}_{IJKL} e_i \otimes e_j \otimes e_k \otimes e_l. \] (6.5)

Derivatives of second and third invariants of a symmetric second-order tensor [6.19b, 6.22]

\[ \frac{\partial \Pi C}{\partial C} = 2C; \quad \frac{\partial \Pi I C}{\partial C} = \Pi I C C^{-1}. \] (6.6)
Push forward of fourth-order tensor $\mathcal{I}$ [6.39]

$$
\mathcal{I} = \phi^*[\mathcal{I}]; \quad i_{ijkl} = \sum_{I,J,K,L=1}^{3} F_{iI} F_{jJ} F_{kK} F_{lL} \mathcal{I}_{IJKL}
$$

$$
= \frac{1}{2} (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk} ). \tag{6.7}
$$

where

$$
\mathcal{I} = - \frac{\partial C^{-1}}{\partial C}; \quad \mathcal{I}_{IJKL} = - \frac{\partial(C^{-1})_{IJ}}{\partial C_{KL}}. \tag{6.8}
$$

Incompressible neo-Hookean material – hyperelastic potential [6.52]

$$
\Psi(C) = \frac{1}{2} \mu (\text{tr} C - 3). \tag{6.9}
$$

Incompressible neo-Hookean material – second Piola–Kirchhoff stress tensor [6.54]

$$
S = \mu III_{C}^{-1/3} (I - \frac{1}{3} I_{C} C^{-1}) + pJ C^{-1}. \tag{6.10}
$$

Incompressible neo-Hookean material – Cauchy stress tensor [6.55]

$$
\sigma = \sigma' + pI; \quad \sigma' = \mu J^{-5/3}(b - \frac{1}{3} I_{b} I). \tag{6.11}
$$

Isotropic elasticity in principal directions – Cauchy stress [6.79]

$$
\sigma = \sum_{\alpha=1}^{3} \sigma_{\alpha\alpha} n_{\alpha} \otimes n_{\alpha}; \quad \sigma_{\alpha\alpha} = \frac{1}{J} \frac{\partial \Psi}{\partial \ln \lambda_{\alpha}}. \tag{6.12}
$$

Simple in-plane stretch-based hyperelastic material [6.118]

$$
\sigma_{\alpha\alpha} = \frac{\lambda}{J} \ln j + \frac{2\mu}{J} \ln \lambda_{\alpha}; \quad J = j^{\gamma}; \quad \bar{\lambda} = \frac{2\mu \lambda}{\lambda + 2\mu}. \tag{6.13}
$$

**EXAMPLE 6.1**

A modified St. Venant–Kirchhoff constitutive behavior is defined by its corresponding strain energy functional $\Psi$ as

$$
\Psi(J,E) = \frac{\kappa}{2} (\ln J)^{2} + \mu II_{E} \tag{6.14}
$$
where \( II_E = \text{tr}(E^2) \) denotes the second invariant of the Green strain tensor \( E \), \( J \) is the Jacobian of the deformation gradient, and \( \kappa \) and \( \mu \) are positive material constants.

(a) Obtain an expression for the second Piola–Kirchhoff stress tensor \( S \) as a function of the right Cauchy–Green strain tensor \( C \).

(b) Obtain an expression for the Kirchhoff stress tensor \( \tau \) as a function of the left Cauchy–Green strain tensor \( b \).

(c) Calculate the material elasticity tensor.

**Solution**

From Equation (6.3) the second Piola–Kirchhoff stress tensor is found as

\[
S = \frac{\partial \Psi}{\partial J} \frac{\partial J}{\partial E} + \frac{\partial \Psi}{\partial II_E} \frac{\partial II_E}{\partial E}. \tag{6.15}
\]

Now consider the various terms in Equation (6.15). The simple derivatives in the above equation are easily found as

\[
\frac{\partial \Psi}{\partial J} = \frac{\kappa}{J} \ln J; \quad \frac{\partial \Psi}{\partial II_E} = \mu. \tag{6.16}
\]

Recalling that \( E = (C - I)/2 \) and, from the properties of the determinant, \( J^2 = III \), the derivative of \( J \) with respect to \( E \) is found with the aid of Equation (6.6) as

\[
\frac{\partial J}{\partial E} = \frac{\partial J}{\partial III} \left( \frac{\partial III}{\partial C} : \frac{\partial C}{\partial E} \right) \tag{6.17a}
\]

\[
= \frac{1}{2} III^{-\frac{1}{2}} \left( 2 \frac{\partial III}{\partial C} \right) \tag{6.17b}
\]

\[
= \frac{1}{2} III^{-\frac{1}{2}} (2J^2C^{-1}) \tag{6.17c}
\]

\[
= JC^{-1}. \tag{6.17d}
\]

Again using Equation (6.6) for the determination of the final term in Equation (6.15), the second Piola–Kirchhoff stress tensor emerges as a function of \( C \) as

\[
S = \kappa \ln JC^{-1} + \mu (C - I). \tag{6.18}
\]
(b) The Kirchhoff stress tensor is simply found by pushing forward the second Piola–Kirchhoff stress as given by Equation (5.9), which yields

\[
\tau = \mathbf{F} \mathbf{S} \mathbf{F}^T = \kappa \ln J \mathbf{F} \mathbf{C}^{-1} \mathbf{F}^T + \mu \mathbf{F} \mathbf{C} \mathbf{F}^T - \mu \mathbf{1} \mathbf{1}^T \\
= \kappa \ln J \mathbf{I} + \mu b(\mathbf{b} - \mathbf{I}).
\] (6.19)

(c) From Equation (6.4) the material elasticity tensor is

\[
\mathbf{C} = \left[ \frac{\partial \mathbf{S}}{\partial \mathbf{C}} \right] = 2 \frac{\partial}{\partial \mathbf{C}} \left( \kappa \ln J \mathbf{C}^{-1} + \mu (\mathbf{C} - \mathbf{I}) \right)
\] (6.20a)

\[
= 2\kappa \mathbf{C}^{-1} \otimes \frac{\partial \ln J}{\partial \mathbf{C}} + 2\kappa \ln J \frac{\partial \mathbf{C}^{-1}}{\partial \mathbf{C}} + 2\mu \frac{\partial \mathbf{C}}{\partial \mathbf{C}}
\] (6.20b)

\[
= 2\kappa \mathbf{C}^{-1} \otimes \frac{1}{J} \frac{\partial J}{\partial \mathbf{C}} - 2\kappa \ln J \mathbf{I} + 2\mu \mathbf{i}
\] (6.20c)

\[
= 2\kappa \mathbf{C}^{-1} \otimes \mathbf{C}^{-1} - 2\kappa \ln J \mathbf{I} + 2\mu \mathbf{i}
\] (6.20d)

\[
= \kappa \mathbf{C}^{-1} \otimes \mathbf{C}^{-1} - 2\kappa \ln J \mathbf{I} + 2\mu \mathbf{i}.
\] (6.20e)

**EXAMPLE 6.2: Textbook Exercise 6.1**

In a plane stress situation, the right Cauchy–Green tensor \( \mathbf{C} \) is

\[
\mathbf{C} = \begin{bmatrix}
C_{11} & C_{12} & 0 \\
C_{21} & C_{22} & 0 \\
0 & 0 & C_{33}
\end{bmatrix}; \quad C_{33} = \frac{h^2}{H^2},
\]

where \( H \) and \( h \) are the initial and current thickness respectively. Show that incompressibility implies

\[
C_{33} = \text{III} \mathbf{C}^{-1}; \quad (\mathbf{C}^{-1})_{33} = \text{III} \mathbf{C}; \quad \mathbf{C} = \begin{bmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{bmatrix},
\]

where \( \text{III} \mathbf{C} = \det \mathbf{C} \). Using these equations, show that for an incompressible neo-Hookean material the plane stress condition \( S_{33} = 0 \) enables the pressure in Equation (6.10) to be explicitly evaluated as

\[
p = \frac{1}{3} \mu (\mathbf{I} \mathbf{C} - 2 \text{III} \mathbf{C}^{-1}),
\]
and therefore the in-plane components of the second Piola–Kirchhoff and Cauchy tensors are

\[
\overline{S} = \mu (\overline{I} - III^{-1}_C \overline{C}^{-1});
\]

\[
\bar{\sigma} = \mu (\overline{b} - III^{-1}_b \overline{I}),
\]

where the overline indicates the $2 \times 2$ in-plane components of a tensor.

**Solution**

The determinant of $C$ is easily calculated as

\[
\det C = C_{11}C_{22}C_{33} - C_{21}C_{12}C_{33}
= C_{33} \det \overline{C}
= C_{33}III_{\overline{C}}. \quad (6.21)
\]

Incompressibility implies that $\det C = 1$, hence

\[
C_{33} = III^{-1}_C; \quad C_{33}^{-1} = III_{\overline{C}}. \quad (6.22)
\]

Using Equation (6.10) the component $S_{33}$ is found to be

\[
S_{33} = \mu III^{-1/3}_C (1 - \frac{1}{3} I_C C_{33}^{-1}) + pJ C_{33}^{-1} = 0. \quad (6.23)
\]

If the material is incompressible, $J = 1$, $III_C = 1$, and using the second part of Equation (6.22) yields

\[
p = -\mu (C_{33} - \frac{1}{3} I_C)
= \mu (\frac{1}{3} I_C - C_{33})
= \mu (\frac{1}{3} I_C + \frac{1}{3} C_{33} - C_{33})
= \frac{1}{3} \mu (I_C - 2C_{33})
= \frac{1}{3} \mu (I_C - 2III^{-1}_C). \quad (6.24)
\]

Substituting into Equation (6.10) yields the $2 \times 2$ components of $S$:

\[
\overline{S} = \mu (\overline{I} - \frac{1}{3}(C_{33} + I_C)\overline{C}^{-1}) + \frac{1}{3} \mu (I_C - 2III^{-1}_C)\overline{C}^{-1}
= \mu (\overline{I} - III^{-1}_C \overline{C}^{-1}). \quad (6.25)
\]
Pushing forward using $\vec{\sigma} = J^{-1} \overline{F} \overline{S} \overline{F}^T$, see Equation (6.11), and noting that $J = 1$ gives

$$
\vec{\sigma} = \mu J \overline{F} (\overline{I} - III^{-1} \overline{C}^{-1}) \overline{F}^T
= \mu (\overline{F} \overline{I} \overline{F}^T - III^{-1} \overline{F} (\overline{C}^{-1}) \overline{F}^T)
= \mu (\overline{b} - III^{-1} \overline{F} (\overline{F}^{-1} \overline{F}^T) \overline{F}^T)
= \mu (\overline{b} - III^{-1} \overline{I}).
$$

(6.26)

**EXAMPLE 6.3: Textbook Exercise 6.2**

Show that the equations in Example 6.2 can also be derived by imposing the condition $C_{33} = III^{-1}$ in the neo-Hookean elastic function $\Psi$ to give

$$
\Psi(C) = \frac{1}{2} \mu (I_C + III^{-1} - 3),
$$

from which $S$ is obtained by differentiation with respect to the in-plane tensor $\overline{C}$. Finally, prove that the Lagrangian and Eulerian in-plane elasticity tensors are

$$
\overline{C} = 2\mu III^{-1} (\overline{C}^{-1} \otimes \overline{C}^{-1} + \overline{I});
\overline{\sigma} = 2\mu III^{-1} (\overline{I} \otimes \overline{I} + \dot{\overline{I}}).
$$

**Solution**

Recall the definition of the incompressible hyperelastic potential $\Psi(C)$ given by Equation (6.9) together with the trace definition given by Equation (6.1):

$$
\Psi(C) = \frac{1}{2} \mu (\text{tr} C - 3); \quad \text{tr} \ C = I_C,
$$

(6.27)

where, using Equation (6.22), $I_C = I_C + C_{33} = I_C + III^{-1}$. Equation (6.27) can now be written as a function of $\overline{C}$ thus:

$$
\Psi(\overline{C}) = \frac{1}{2} \mu (\overline{I}_C + III^{-1} - 3).
$$

(6.28)
Differentiating with respect to $\mathbf{C}$ allows the second Piola–Kirchhoff stress tensor $\mathbf{S}$ to be evaluated as:

\[
\mathbf{S} = 2 \frac{\partial \Psi(\mathbf{C})}{\partial \mathbf{C}} = \mu \mathbf{I} - \frac{1}{3} \frac{\partial \mathbf{I}}{\partial \mathbf{C}} - \frac{\mu}{3} \frac{\partial \mathbf{I}}{\partial \mathbf{C}} - \frac{\mu}{3} \frac{\partial \mathbf{I}}{\partial \mathbf{C}} - \frac{\mu}{3} \frac{\partial \mathbf{I}}{\partial \mathbf{C}}.
\]

(6.29)

Differentiating the above equation yields the Lagrangian elasticity tensor:

\[
\mathbf{C} = 2 \frac{\partial \mathbf{S}}{\partial \mathbf{C}} = -2\mu \mathbf{C}^{-1} \otimes \frac{\partial \mathbf{C}^{-1}}{\partial \mathbf{C}} - 2\mu \mathbf{C}^{-1} \frac{\partial \mathbf{C}^{-1}}{\partial \mathbf{C}} + 2\mu \mathbf{C}^{-1} \mathbf{C}^{-1} + 2\mu \mathbf{C}^{-1} \mathbf{T}.
\]

(6.30)

Noting the derivation of Equation (6.26) and Equation (6.7), pushing forward the above equation to the current configuration easily gives the spatial constitutive tensor $\mathbf{C}$ as:

\[
\mathbf{C} = \phi_{*}^{\dagger}[\mathbf{C}] = 2\mu \mathbf{I}^{-1} \phi_{*}^{\dagger}[\mathbf{C}^{-1} \otimes \mathbf{C}^{-1}] + 2\mu \mathbf{I}^{-1} \phi_{*}^{\dagger}[\mathbf{T}],
\]

(6.31)

where noting that $\mathbf{C}^{-1} = \mathbf{F}^{-1} \mathbf{F}^{-T}$ and employing indicial notation yields

\[
\phi_{*}^{\dagger}[\mathbf{C}^{-1} \otimes \mathbf{C}^{-1}]_{ijkl} = \sum_{I,J,K,L=1}^{2} F_{iI} F_{jJ} F_{kK} F_{Ll} [\mathbf{C}^{-1}]_{IJ} [\mathbf{C}^{-1}]_{KL}
\]

(6.32a)

\[
= \sum_{I,J,K,L,m,n=1}^{2} [F_{iI} F_{jJ} F_{kK}^{-1} F_{lL}^{-1}] [F_{kK} F_{Ll} F_{mK}^{-1} F_{nL}^{-1}]
\]

(6.32b)

\[
= \sum_{m,n=1}^{2} [\delta_{im} \delta_{jm}] [\delta_{kn} \delta_{ln}]
\]

(6.32c)

\[
= \delta_{ij} \delta_{kl}.
\]

(6.32d)
Similarly the push forward of $\bar{I}$ is obtained from Equation (6.7) as
\[
\phi_*[\bar{I}]_{ijkl} = \frac{1}{2}(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}).
\] (6.33)
Combining the above expressions gives
\[
\bar{c} = 2\mu III_b^{-1}(\bar{I} \otimes \bar{I} + \bar{c}).
\] (6.34)

**EXAMPLE 6.4: Textbook Exercise 6.3**

Using the pull back–push forward relationships between $\dot{E}$ and $d$ and between $C$ and $c$, show that
\[
\dot{E} : C : \dot{E} = Jd : c : d
\]
for any arbitrary motion.

**Solution**

Recall Equation (6.2) giving the pull back of the rate of deformation $d$ to the rate of Green’s strain $\dot{E}$:
\[
\dot{E} = F^T dF.
\] (6.35)
Consequently
\[
\dot{E} : C : \dot{E} = (F^T dF) : C : (F^T dF)
\]
\[
= \sum_{i,j,k,l=1}^{3} F_{iJ} d_{ij} F_{jK} C_{IJKL} F_{kK} d_{kl} F_{lL}
\]
\[
= \sum_{i,j,k,l=1}^{3} d_{ij} (F_{iJ} F_{jK} C_{IJKL} F_{kK} F_{lL}) d_{kl}
\]
\[
= \sum_{i,j,k,l=1}^{3} d_{ij} (J c_{ijkl}) d_{kl}
\]
\[
= Jd : c : d.
\] (6.36)
EXAMPLE 6.5: Textbook Exercise 6.4

Using the simple stretch-based hyperelastic equations discussed in textbook Section 6.6.7, show that the principal stresses for a simple shear test are

\[ \sigma_{11} = -\sigma_{22} = 2\mu \sinh^{-1} \frac{\gamma}{2}. \]

Find the Cartesian stress components.

Solution

From Example 6.4, textbook page 165, the left Cauchy–Green tensor for simple shear is

\[ b = \begin{bmatrix} 1 + \gamma^2 & \gamma \\ \gamma & 1 \end{bmatrix}, \]  \hspace{1cm} (6.37)

where only two-dimensional components have been considered. The eigenvalues of \( b \) are the squared principal stretches \( \lambda_\alpha \), which satisfy the equation

\[ \det \left[ \begin{bmatrix} (1 + \gamma^2) - \lambda^2 & \gamma \\ \gamma & 1 - \lambda^2 \end{bmatrix} \right] = 0, \]  \hspace{1cm} (6.38)

or

\[ [(1 + \gamma^2) - \lambda^2](1 - \lambda^2) - \gamma^2 = 0 \]  \hspace{1cm} (6.39)

\[ (1 - \lambda^2)(1 - \lambda^2) = \gamma^2 \lambda^2, \]  \hspace{1cm} (6.40)

hence

\[ (1 - \lambda^2) = \pm \lambda \gamma \]  \hspace{1cm} (6.41)

\[ \lambda^2 \pm \lambda \gamma - 1 = 0, \]  \hspace{1cm} (6.42)

which gives two positive values for \( \lambda \):

\[ \lambda_1 = \frac{\gamma}{2} + \sqrt{\left( \frac{\gamma}{2} \right)^2 + 1} ; \quad \lambda_2 = -\frac{\gamma}{2} + \sqrt{\left( \frac{\gamma}{2} \right)^2 + 1}. \]  \hspace{1cm} (6.43)
Using the simple stretch-based hyperelastic material given by Equation (6.13) and noting $J = 1$ gives

$$\sigma_{11} = 2\mu \ln \left( \frac{\gamma}{2} + \sqrt{\left( \frac{\gamma}{2} \right)^2 + 1} \right) = 2\mu \sinh^{-1} \left( \frac{\gamma}{2} \right), \quad (6.44)$$

$$\sigma_{22} = 2\mu \ln \left( -\frac{\gamma}{2} + \sqrt{\left( \frac{\gamma}{2} \right)^2 + 1} \right) = 2\mu \sinh^{-1} \left( -\frac{\gamma}{2} \right)$$

$$= -2\mu \sinh^{-1} \left( \frac{\gamma}{2} \right). \quad (6.45)$$

From Equation (6.12) the Cartesian components of the Cauchy stress are found, using the principal directions (eigenvectors) $n_\alpha$, to be

$$\sigma = \sum_{\alpha=1}^{2} \sigma_{\alpha\alpha} n_\alpha \otimes n_\alpha, \quad (6.46)$$

where the $n_\alpha$ satisfy the equations

$$\begin{bmatrix} (1 + \gamma^2) - \lambda^2 & \gamma \\ \gamma & 1 - \lambda^2 \end{bmatrix} \begin{bmatrix} n^1_\alpha \\ n^2_\alpha \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \quad (6.47)$$

Substituting for $\lambda_1$ from Equation (6.43) gives

$$1 - \lambda^2_1 = -\frac{\gamma^2}{2} - \gamma \sqrt{\left( \frac{\gamma}{2} \right)^2 + 1}. \quad (6.48)$$

For small values of $\gamma$, $(1 - \lambda^2_1) + \gamma^2 \approx \gamma$ which upon substitution into Equation (6.47) yields $n^1_1 = n^2_1$ from which the unit principal direction $n_1$ is determined to be

$$n_1 = \begin{bmatrix} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{bmatrix}. \quad (6.49)$$

Orthogonality then gives

$$n_2 = \begin{bmatrix} -\frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{bmatrix}. \quad (6.50)$$
and using Equations (6.44), (6.45), and (6.46) yields

\[
\sigma = 2\mu \sinh^{-1}\left(\frac{\gamma}{2}\right) \begin{bmatrix} 1 \\ 1 \end{bmatrix} \otimes \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \\
-2\mu \sinh^{-1}\left(\frac{\gamma}{2}\right) \begin{bmatrix} 1 \\ 1 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \]

\[(6.51)\]

For larger values of \( \gamma \) the calculation proceeds in a similar fashion, but the algebra becomes more laborious.

**EXAMPLE 6.6: Textbook Exercise 6.5**

A general type of incompressible hyperelastic material proposed by Ogden is defined by the following strain energy function:

\[
\Psi = \sum_{p=1}^{N} \frac{\mu_p}{\alpha_p} \left( \lambda_1^{\alpha_p} + \lambda_2^{\alpha_p} + \lambda_3^{\alpha_p} - 3 \right).
\]

Derive the homogeneous counterpart of this functional. Obtain expressions for the principal components of the deviatoric stresses and elasticity tensor.

**Solution**

Recalling the discussion on textbook page 168, the homogeneous counterpart of \( \Psi \) is obtained by replacing \( \lambda_\alpha \) by

\[
\hat{\lambda}_\alpha = J^{-1/3} \lambda_\alpha \quad ; \quad J = \lambda_1 \lambda_2 \lambda_3
\]

\[(6.52)\]

to give

\[
\hat{\Psi} = \sum_{p=1}^{N} \frac{\mu_p}{\alpha_p} \left( \hat{\lambda}_1^{\alpha_p} + \hat{\lambda}_2^{\alpha_p} + \hat{\lambda}_3^{\alpha_p} - 3 \right)
\]

\[
= \sum_{p=1}^{N} \frac{\mu_p}{\alpha_p} \left[ J^{-\alpha_p/3} \left( \lambda_1^{\alpha_p} + \lambda_2^{\alpha_p} + \lambda_3^{\alpha_p} - 3 \right) \right].
\]

\[(6.53)\]
Employing Equation (6.12) the principal Cauchy stresses are found to be

$$\sigma'_{\beta} = \frac{1}{J} \frac{\partial \hat{\Psi}}{\partial \ln \lambda_{\beta}} = \frac{\lambda_{\beta}}{J} \frac{\partial \hat{\Psi}}{\partial \lambda_{\beta}},$$

(6.54)

where $\beta$ is used to differentiate the principal direction subscript from the material coefficient superscript $\alpha_p$.

Differentiating Equation (6.53) gives

$$\sigma'_{\beta} = \frac{\lambda_{\beta}}{J} \left[ \sum_{p=1}^{N} J^{-\alpha_p/3} \frac{\mu_p}{\alpha_p} \lambda_{\beta}^{(\alpha_p-1)} \right]$$

$$= \frac{1}{J} \sum_{p=1}^{N} J^{-\alpha_p/3} \mu_p \lambda_{\beta}^{\alpha_p} - \frac{\mu_p}{\alpha_p} J^{-\alpha_p/3} \frac{1}{3} \left( \lambda_{1}^{\alpha_p} + \lambda_{2}^{\alpha_p} + \lambda_{3}^{\alpha_p} \right)$$

$$= \frac{1}{J} \sum_{p=1}^{N} \mu_p \left[ \hat{\lambda}_{\beta}^{\alpha_p} - \frac{1}{3} \left( \hat{\lambda}_{1}^{\alpha_p} + \hat{\lambda}_{2}^{\alpha_p} + \hat{\lambda}_{3}^{\alpha_p} \right) \right].$$

(6.55)

It is simple to show that $\sigma'$ meets the requirement that $\text{tr} \sigma' = \sigma'_1 + \sigma'_2 + \sigma'_3 = 0$, see textbook page 151.

The coefficients of the spatial elasticity tensor given in the first term of textbook Equation (6.90) are obtained by differentiation as

$$\frac{1}{J} \frac{\partial^2 \hat{\Psi}}{\partial \ln \lambda_{\beta} \partial \ln \lambda_{\gamma}}$$

$$= \frac{1}{J} \frac{\partial J \sigma'_{\beta}}{\partial \ln \lambda_{\gamma}} = \frac{1}{J} \lambda_{\gamma} \frac{\partial J \sigma'_{\beta}}{\partial \lambda_{\gamma}}$$

$$= \frac{\lambda_{\gamma}}{J} \frac{\partial}{\partial \lambda_{\gamma}} \left[ \sum_{p=1}^{N} J^{-\alpha_p/3} \mu_p \left( \lambda_{\beta}^{\alpha_p} - \frac{1}{3} \sum_{\delta=1}^{N} \lambda_{\delta}^{\alpha_p} \right) \right]$$
\[
\begin{align*}
\frac{\lambda_\gamma}{J} & \left[ \sum_{p=1}^{N} J^{-\alpha_p / 3} \mu_p \left( \lambda_\gamma^{(\alpha_p - 1)} \alpha_p - \frac{1}{3} \alpha_p \lambda_\gamma^{(\alpha_p - 1)} \right) \\
& - \sum_{p=1}^{N} \frac{\alpha_p}{3} J^{(-\alpha_p / 3 - 1)} \frac{J}{\lambda_\gamma} \mu_p \left( \lambda_\gamma^{\alpha_p} - \frac{1}{3} \sum_{\delta=1}^{N} \lambda_\delta^{\alpha_p} \right) \right] \\
& = \frac{1}{J} \left[ \sum_{p=1}^{N} \alpha_p \mu_p \left( \hat{\lambda}_\gamma^{\alpha_p} - \frac{1}{3} \hat{\lambda}_\beta^{\alpha_p} - \frac{1}{3} \hat{\lambda}_\gamma^{\alpha_p} + \frac{1}{9} \sum_{\delta=1}^{N} \hat{\lambda}_\delta^{\alpha_p} \right) \right]. \tag{6.56}
\end{align*}
\]
This chapter considers a few examples which build on the elasto-plastic formulations given in the corresponding textbook chapter.

Equation summary

Deformation gradient in principal directions [4.43]

\[ F = \sum_{\alpha=1}^{3} \lambda_\alpha \mathbf{n}_\alpha \otimes \mathbf{N}_\alpha. \]

(7.1)

Multiplicative decomposition [7.2]

\[ F = F_e F_p. \]

(7.2)

Derivative of left Cauchy–Green tensor [7.12]

\[ \dot{b}_e = \frac{d}{dt} \mathbf{b}_e (F(t), C_p(t)) = \frac{db_e}{dt} \bigg|_{C_p=\text{const}} + \frac{db_e}{dt} \bigg|_{F=\text{const}}. \]

(7.3)

Decomposition of total rate of work [7.13]

\[ \dot{w} = \dot{w}_e + \dot{w}_p. \]

(7.4)

Elastic velocity gradient [7.16]

\[ l_e = \dot{F}_e F_e^{-1}. \]

(7.5)
Flow rule [7.22]

\[ l_p = -\frac{1}{2} \frac{db_e}{dt} \bigg|_{F=\text{const}} b_e^{-1} = \dot{\gamma} \frac{\partial f(\tau, \bar{\varepsilon}_p)}{\partial \tau}. \]  \hspace{1cm} (7.6)

Total work rate per unit initial volume [7.23]

\[ \tau : l = \tau : l_e + \tau : l_p. \]  \hspace{1cm} (7.7)

Flow rule in principal directions [7.39]

\[ -l_{p,\alpha\alpha} = \frac{d\varepsilon_{e,\alpha}}{dt} \bigg|_{F=\text{const}} = -\dot{\gamma} \frac{\partial f(\tau_{\alpha\alpha}, \bar{\varepsilon}_p)}{\partial \tau_{\alpha\alpha}}; \quad \varepsilon_{e,\alpha} = \ln \lambda_{e,\alpha}. \]  \hspace{1cm} (7.8)

**EXAMPLE 7.1: Textbook Exercise 7.1**

Using the multiplicative decomposition \( F = F_e F_p \) and the expressions \( l = \dot{F} F^{-1} \) and \( l_e = \dot{F}_e F_e^{-1} \), show that the plastic rate of deformation \( l_p \) can be obtained as

\[ l_p = F_e \dot{F}_p F_p^{-1} F_e^{-1}. \]

**Solution**

First note from Equation (7.7) that

\[ \tau : l_p = \tau : l - \tau : l_e, \]  \hspace{1cm} (7.9)

from which it is evident that \( l_p = l - l_e \). Using Equations (4.20), (7.2), and (7.5),

\[ l_p = l - l_e = \dot{F} F^{-1} - \dot{F}_e F_e^{-1} = (\ddot{F}_e F + F_e \dot{F}_p)(F_p^{-1} F_e^{-1}) - \dot{F}_e F_e^{-1} = \dot{F}_e F_e^{-1} + F_e \dot{F}_p F_p^{-1} F_e^{-1} - \dot{F}_e F_e^{-1} = F_e \dot{F}_p F_p^{-1} F_e^{-1}. \]

\hspace{1cm} (7.10)
EXAMPLE 7.2: Textbook Exercise 7.2

Starting from the expression $F_e = F_e(F, F_p)$ and using a decomposition similar to that shown in Equation (7.3), show that

$$l_p = -\left.\frac{dF_e}{dt}\right|_{F=\text{const}} F_e^{-1}. \tag{7.11}$$

Solution

Observing that $F_e = FF_p^{-1}$ gives

$$\frac{dF_e}{dt} = \left.\frac{dF_e}{dt}\right|_{F_p=\text{const}} + \left.\frac{dF_e}{dt}\right|_{F=\text{const}}$$

$$= \dot{F}F_p^{-1} + \left.\frac{dF_e}{dt}\right|_{F=\text{const}}. \tag{7.11}$$

Hence,

$$\left.\frac{dF_e}{dt}\right|_{F=\text{const}} F_e^{-1} = \dot{F}_e F_e^{-1} - \dot{F}F_p^{-1} F_e^{-1}$$

$$= l_e - l$$

$$= -l_p. \tag{7.12}$$

EXAMPLE 7.3: Textbook Exercise 7.3

Use Equation (7.12) to derive the flow rule in principal directions following a procedure similar to that described in Section 7.5.

Solution

From Equation (7.6),

$$l_p = \dot{\gamma} \frac{\partial f(\tau, \bar{\varepsilon}_p)}{\partial \tau}, \tag{7.13}$$

therefore

$$\left. -\frac{dF_e}{dt}\right|_{F=\text{const}} F_e^{-1} = \dot{\gamma} \frac{\partial f(\tau, \bar{\varepsilon}_p)}{\partial \tau}. \tag{7.14}$$
In principal directions the elastic component of the deformation gradient can be expressed as

\[
F_e = \sum_{\alpha=1}^{3} \lambda_{e,\alpha} n_{\alpha} \otimes n_{\alpha}^p; \quad F_e^{-1} = \sum_{\alpha=1}^{3} \lambda_{e,\alpha}^{-1} n_{\alpha}^p \otimes n_{\alpha},
\]  

(7.15)

where \( n_{\alpha}^p \) represents the principal directions in the plastic reference state (see, for comparison, Equation (7.1)). Consequently,

\[
-l_p = \frac{dF_e}{dt} \bigg|_{F_e^{-1}}
\]

(7.16)

\[
= \sum_{\alpha=1}^{3} \frac{d\lambda_{e,\alpha}}{dt} \bigg|_{F} \lambda_{e,\alpha}^{-1} n_{\alpha} \otimes n_{\alpha}
\]

\[
+ \sum_{\alpha=1}^{3} \lambda_{e,\alpha} \lambda_{e,\alpha}^{-1} \frac{dn_{\alpha}}{dt} \bigg|_{F} \otimes n_{\alpha}
\]

\[
+ \sum_{\alpha,\beta=1}^{3} \lambda_{e,\alpha} \lambda_{e,\beta}^{-1} \left( \frac{dn_{\alpha}^p}{dt} \bigg|_{F} \cdot n_{\beta}^p \right) n_{\alpha} \otimes n_{\beta}
\]

\[
= \sum_{\alpha=1}^{3} \frac{d\lambda_{e,\alpha}}{dt} \bigg|_{F} \lambda_{e,\alpha}^{-1} n_{\alpha} \otimes n_{\alpha}
\]

\[
+ \sum_{\alpha,\beta=1}^{3} \left( \frac{dn_{\beta}}{dt} \bigg|_{F} \cdot n_{\alpha} + \frac{dn_{\beta}^p}{dt} \bigg|_{F} \cdot n_{\beta} \left( \frac{\lambda_{e,\alpha}}{\lambda_{e,\beta}} \right) \right) n_{\alpha} \otimes n_{\beta}.
\]

(7.17)

Using again the symmetry arguments deployed in book Section 7.5 between Equations (7.35) and (7.37) leads to

\[
l_p = -\sum_{\alpha=1}^{3} \frac{d\lambda_{e,\alpha}}{dt} \bigg|_{F} \lambda_{e,\alpha}^{-1} n_{\alpha} \otimes n_{\alpha}
\]

\[
= -\sum_{\alpha=1}^{3} \frac{d \ln \lambda_{e,\alpha}}{dt} \bigg|_{F} n_{\alpha} \otimes n_{\alpha}.
\]

(7.18)
Or
\[
\dot{\mathcal{L}}_{p,\alpha} = -\frac{d\varepsilon_{e,\alpha}}{dt} \bigg|_{F = \text{const}} = \gamma \frac{\partial f(\tau_{\alpha\alpha}, \bar{\varepsilon}_p)}{\partial \tau_{\alpha\alpha}},
\]  
(7.19)
which coincides with Equation (7.8).

**EXAMPLE 7.4: Textbook Exercise 7.4**

Consider a material in which the internal elastic energy is expressed as \(\Psi(C, C_p)\). Show that the plastic dissipation rate can be expressed as
\[
\dot{\psi}_p = -\frac{\partial \Psi}{\partial C_p} : \dot{C}_p.
\]

Starting from this expression and using the principle of maximum plastic dissipation, show that if the yield surface is defined in terms of \(C\) and \(C_p\) by \(f(C, C_p) \leq 0\) then the flow rule becomes
\[
\frac{\partial^2 \Psi}{\partial C \partial C_p} : \dot{C}_p = -\gamma \frac{\partial f}{\partial C}.
\]

*Solution*

From the definition given by Equation (7.4),
\[
\dot{\psi}_p = \dot{w} - \dot{w}_e
\]
\[
= \frac{1}{2} S : \dot{C} - \dot{\Psi}, 
\]
(7.20)
where \(S = 2 \frac{\partial \Psi}{\partial C}\), and \(\dot{\Psi}\) can be found as
\[
\dot{\Psi} = \frac{\partial \Psi}{\partial C} : \dot{C} + \frac{\partial \Psi}{\partial C_p} : \dot{C}_p.
\]
(7.21)
Combining these equations gives
\[
\dot{\psi}_p = \frac{1}{2} \left( 2 \frac{\partial \Psi}{\partial C} : \dot{C} - \frac{\partial \Psi}{\partial C} : \dot{C} - \frac{\partial \Psi}{\partial C_p} : \dot{C}_p \right)
\]
\[
= -\frac{\partial \Psi}{\partial C_p} : \dot{C}_p.
\]
(7.22)
Maximizing the plastic dissipation subject to the condition $f(C, C_p) \leq 0$ is achieved by using a Lagrange multiplier $\gamma$ to define the functional

$$\Pi = \dot{w}_p(C, C_p) + \gamma f(C, C_p).$$  \hspace{1cm} (7.23)

The stationary conditions of this functional imply

$$\frac{\partial \Psi}{\partial C \partial C_p} : \dot{C}_p = -\gamma \frac{\partial f}{\partial C}.$$  \hspace{1cm} (7.24)
This chapter presents various examples involving linearization of terms in the virtual work expression of equilibrium. Such linearization, which employs the concept of the directional derivative, is central to the formulation of the Newton–Raphson process necessary for achieving an eventual solution to the discretized nonlinear equilibrium equations. A final example considers the linearization of the six-field Hu–Washizu variational principle.

**Equation summary**

Directional derivative of the deformation gradient tensor [4.70]

\[ DF[u] = \frac{\partial u(X)}{\partial X} = \nabla_\theta u. \]  

(8.1)

Internal virtual work in terms of first Piola–Kirchhoff stress [5.33]

\[ \delta W_{\text{int}}(\phi, \delta v) = \int_V P : \delta \dot{F} \, dV. \]  

(8.2)

Condition on the deviatoric component of the first Piola–Kirchhoff stress tensor [5.51b]

\[ P' : F = 0. \]  

(8.3)
First Piola–Kirchhoff stress tensor as a function of an elastic potential [6.5]

\[
P(F(X), X) = \frac{\partial \Psi(F(X), X)}{\partial F}.
\] (8.4)

Virtual deformation gradient rate [8.7]

\[
\delta \dot{F} = \frac{\partial \delta v}{\partial X} = \nabla_0 \delta v.
\] (8.5)

Surface normal vector [8.19]

\[
n = \frac{\frac{\partial x}{\partial \xi} \times \frac{\partial x}{\partial \eta}}{\left\| \frac{\partial x}{\partial \xi} \times \frac{\partial x}{\partial \eta} \right\|}; \quad da = \left\| \frac{\partial x}{\partial \xi} \times \frac{\partial x}{\partial \eta} \right\| d\xi d\eta,
\] (8.6)

Various forms of the directional derivative of the virtual external work pressure component [8.20]

\[
\delta W_{p_{ext}}^p(\phi, \delta v) = \int_{A_\xi} p \delta v \cdot \left( \frac{\partial x}{\partial \xi} \times \frac{\partial x}{\partial \eta} \right) d\xi d\eta.
\] (8.7)

Directional derivative of the virtual external work pressure component [8.21]

\[
D \delta W_{p_{ext}}^p(\phi, \delta v)[u] = \int_{A_\xi} p \left[ \frac{\partial x}{\partial \xi} \cdot \left( \frac{\partial u}{\partial \eta} \times \delta v \right) - \frac{\partial x}{\partial \eta} \cdot \left( \frac{\partial u}{\partial \xi} \times \delta v \right) \right] d\xi d\eta.
\] (8.8)

Directional derivative of the virtual external work pressure component (8.21 rewritten) [8.22]

\[
D \delta W_{p_{ext}}^p(\phi, \delta v)[u] = \int_{A_\xi} p \left[ \frac{\partial x}{\partial \xi} \cdot \left( \frac{\partial \delta v}{\partial \eta} \times u \right) - \frac{\partial x}{\partial \eta} \cdot \left( \frac{\partial \delta v}{\partial \xi} \times u \right) \right] d\xi d\eta
\] + \oint_{\partial A_\xi} p(u \times \delta v) \cdot \left( \nu_\eta \frac{\partial x}{\partial \xi} - \nu_\xi \frac{\partial x}{\partial \eta} \right) dl.
\]

\[
\nu = [\nu_\xi, \nu_\eta]^T \text{ vector normal to } \partial A_\xi.
\] (8.9)
Directional derivative of the virtual external work pressure component for a closed boundary [8.23]

\[
D\delta W_{\text{ext}}^p(\phi, \delta v)[u] = \frac{1}{2} \int_{A_{\xi}} p \frac{\partial x}{\partial \xi} \cdot \left[ \left( \frac{\partial u}{\partial \eta} \times \delta v \right) + \left( \frac{\partial \delta v}{\partial \eta} \times u \right) \right] d\xi d\eta \\
- \frac{1}{2} \int_{A_{\xi}} p \frac{\partial x}{\partial \eta} \cdot \left[ \left( \frac{\partial u}{\partial \xi} \times \delta v \right) + \left( \frac{\partial \delta v}{\partial \xi} \times u \right) \right] d\xi d\eta.
\]  
(8.10)

Stationary condition of the perturbed Lagrangian functional employed in the Penalty Method for Incompressibility [8.41]

\[
D\Pi_P(\phi, p)[\delta p] = \int_V \delta p \left( (J - 1) - \frac{p}{\kappa} \right) dV = 0.
\]  
(8.11)

Mean pressure from Mean Dilatation Procedure [8.52]

\[
p(\bar{J}) = \kappa \left( \frac{v - V}{V} \right).
\]  
(8.12)

**EXAMPLE 8.1: Textbook Exercise 8.1**

Show that the linearized internal virtual work can also be expressed as

\[
D\delta W(\phi, \delta v)[u] = \int_V (\nabla_0 \delta v) : \mathcal{A} : (\nabla_0 u) dV; \mathcal{A} = \frac{\partial P}{\partial F} = \frac{\partial^2 \Psi}{\partial F \partial F},
\]

where \( P \) is the first Piola–Kirchhoff tensor.

**Solution**

Taking the directional derivative of Equation (8.2) in the direction of an incremental change in displacement \( u \) and using Equation (8.5) gives

\[
D\delta W_{\text{int}}(\phi, \delta v)[u] = \int_V DP[u] : \nabla_0 \delta v dV,
\]  
(8.13)

where it is noted that \( \delta v \) is not a function of \( u \).
Observing from Equation (8.4) that $P$ is a function of $F$ and recalling from Equation (8.1) that $DF[u] = \nabla_0 u$ gives

$$DP[u] = \frac{\partial P}{\partial F} : DF[u]$$

$$= \frac{\partial^2 \Phi}{\partial F \partial F} : DF[u]$$

$$= \mathcal{A} : \nabla_0 u.$$  \hspace{1cm} (8.14)

Substituting into Equation (8.13) yields

$$D\delta W_{\text{int}}(\phi, \delta v)[u] = \int_V (\nabla_0 \delta v) : \mathcal{A} : (\nabla_0 u) dV.$$  \hspace{1cm} (8.15)

EXAMPLE 8.2: Textbook Exercise 8.2

Show that for the case of uniform pressure over an enclosed fixed boundary, the external virtual work can be derived from an associated potential as

$$\delta W^p_{\text{ext}}(\phi, \delta v) = D\Pi^p_{\text{ext}}(\phi)[\delta v],$$

where

$$\Pi^p_{\text{ext}}(\phi) = \frac{1}{3} \int_a p \mathbf{x} \cdot \mathbf{n} da.$$  \hspace{1cm} (8.16)

Explain the physical significance of this integral.

Solution

From Equation (8.6) and noting Figure 8.1, the external pressure potential becomes

$$\Pi^p_{\text{ext}}(\phi) = \frac{1}{3} \int_{A_\xi} p \mathbf{x} \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta.$$  \hspace{1cm} (8.16)

Taking the directional derivative of $\Pi^p_{\text{ext}}(\phi)$ in the direction of a virtual velocity $\delta v$ gives

$$D\Pi^p_{\text{ext}}(\phi)[\delta v] = \frac{1}{3} \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta$$

$$+ \frac{1}{3} \int_{A_\xi} p \mathbf{x} \cdot \left( \frac{\partial \delta v}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta$$

$$+ \frac{1}{3} \int_{A_\xi} p \mathbf{x} \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \delta v}{\partial \eta} \right) d\xi d\eta.$$  \hspace{1cm} (8.17)
It is now possible to show that both the second and third terms in the above equation are equal to the first term for the case of an enclosed volume under uniform pressure. For example,

\[
\int A_\xi \mathbf{p} \mathbf{x} \cdot \left( \frac{\partial \delta \mathbf{v}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta = p \int A_\xi \frac{\partial \delta \mathbf{v}}{\partial \xi} \cdot \left( \frac{\partial \mathbf{x}}{\partial \eta} \times \mathbf{x} \right) d\xi d\eta. \quad (8.18)
\]

Using the integral theorems of textbook section 2.4.2 gives

\[
\int A_\xi \mathbf{p} \mathbf{x} \cdot \left( \frac{\partial \delta \mathbf{v}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta = p \int A_\xi \frac{\partial}{\partial \xi} \left[ \delta \mathbf{v} \cdot \left( \frac{\partial \mathbf{x}}{\partial \eta} \times \mathbf{x} \right) \right] d\xi d\eta - p \int A_\xi \delta \mathbf{v} \cdot \left( \frac{\partial^2 \mathbf{x}}{\partial \eta \partial \xi} \times \mathbf{x} \right) d\xi d\eta
\]

\[
+ \int p \delta \mathbf{v} \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta - \int p \delta \mathbf{v} \cdot \left( \frac{\partial^2 \mathbf{x}}{\partial \eta \partial \xi} \times \mathbf{x} \right) d\xi d\eta. \quad (8.19)
\]
Since $\delta v = 0$ on the fixed boundary of the enclosed volume, we have
\[
\int_{A_\xi} p \mathbf{x} \cdot \left( \frac{\partial \delta v}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta = \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta
- \int_{A_\xi} p \delta v \cdot \left( \frac{\partial^2 \mathbf{x}}{\partial \eta \partial \xi} \times \mathbf{x} \right) d\xi d\eta.
\tag{8.20}
\]

Similarly, the third term in Equation (8.17) is
\[
\int_{A_\xi} p \mathbf{x} \cdot \left( \frac{\partial \frac{\partial \delta v}{\partial \eta}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta = \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta
+ \int_{A_\xi} p \delta v \cdot \left( \frac{\partial^2 \mathbf{x}}{\partial \xi \partial \eta} \times \mathbf{x} \right) d\xi d\eta.
\tag{8.21}
\]

Consequently,
\[
D\Pi_{\text{ext}}^p(\phi)[\delta v] = \frac{1}{3} \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta
+ \frac{1}{3} \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta
+ \frac{1}{3} \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta
= \int_{A_\xi} p \delta v \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) d\xi d\eta
= \int_a p \delta v \cdot \mathbf{n} da
= \delta W_{\text{ext}}^p(\phi, \delta v).
\tag{8.22}
\]

The term $\frac{1}{3} \int_a p \mathbf{x} \cdot \mathbf{n} da$ represents the energy stored in the gas contained by the surface at pressure $p$.

**EXAMPLE 8.3: Textbook Exercise 8.3**

Prove that for two-dimensional applications, Equation (8.10) becomes
\[
D\delta W_{\text{ext}}^p(\phi, \delta v)[\mathbf{u}] = \frac{1}{2} \int_{L_\eta} p \mathbf{k} \cdot \left[ \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) + \left( \frac{\partial \delta \mathbf{v}}{\partial \eta} \times \mathbf{u} \right) \right] d\eta,
\]
where \( \mathbf{k} \) is a unit vector normal to the two-dimensional plane and \( \eta \) is a parameter along the line \( L_\eta \) where the pressure \( p \) is applied.

**Solution**

Figure 8.2 is the two-dimensional equivalent of textbook Figure 8.1. The unit vector \( \mathbf{k} \) in the \( z \)-direction is perpendicular to the \( x-y \) plane. The position vector \( \mathbf{x}(\eta) \) is parameterized in terms of the one-dimensional coordinate \( \eta \) which enables the normal \( \mathbf{n} \) to be found to be

\[
\mathbf{n} = \frac{\mathbf{k} \times \frac{\partial \mathbf{x}}{\partial \eta}}{\left\| \frac{\partial \mathbf{x}}{\partial \eta} \right\|}.
\]  

For the two-dimensional case Equation (8.7) becomes

\[
\delta W_{\text{ext}}^p(\phi, \delta \mathbf{v}) = \int_{L_\eta} p \, \delta \mathbf{v} \cdot \left( \mathbf{k} \times \frac{\partial \mathbf{x}}{\partial \eta} \right) \, d\eta.
\]  

(8.24)

Linearizing with respect to an increment in displacements \( \mathbf{u} \) gives

\[
D \delta W_{\text{ext}}^p(\phi, \delta \mathbf{v})[\mathbf{u}] = \int_{L_\eta} p \, \delta \mathbf{v} \cdot \left( \mathbf{k} \times \frac{\partial \mathbf{u}}{\partial \eta} \right) \, d\eta
\]

\[
= \int_{L_\eta} p \, \mathbf{k} \cdot \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) \, d\eta.
\]  

(8.25)

For enclosed boundaries with uniform pressure where \( \delta \mathbf{v} \) and \( \mathbf{u} \) vanish at the edges, we can evaluate the right-hand side of Equation (8.25) as
follows:

\[
\int_{L_\eta} p \mathbf{k} \cdot \left( \frac{\partial \delta \mathbf{v} \times \mathbf{u}}{\partial \eta} \right) d\eta = \int_{L_\eta} p \mathbf{k} \cdot \frac{\partial}{\partial \eta} \left( \delta \mathbf{v} \times \mathbf{u} \right) d\eta \\
- \int_{L_\eta} p \mathbf{k} \cdot \left( \delta \mathbf{v} \times \frac{\partial \mathbf{u}}{\partial \eta} \right) d\eta \\
= p \mathbf{k} \cdot \left( \delta \mathbf{v} \times \mathbf{u} \right) \bigg|_{B}^{A} + \int_{L_\eta} p \mathbf{k} \cdot \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) d\eta \\
= \int_{L_\eta} p \mathbf{k} \cdot \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) d\eta, \tag{8.26}
\]

where \( A \) and \( B \) are the left and right boundary points of \( L_\eta \), where both \( \mathbf{u} \) and \( \delta \mathbf{v} \) are zero. Hence

\[
D\delta W_p^{\text{ext}}(\phi, \delta \mathbf{v})[u] = \frac{1}{2} \int_{L_\eta} p \mathbf{k} \cdot \left[ \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) + \left( \frac{\partial \delta \mathbf{v}}{\partial \eta} \times \mathbf{u} \right) \right] d\eta. \tag{8.27}
\]

**EXAMPLE 8.4: Textbook Exercise 8.4**

Prove that by using a different cyclic permutation than that used to derive Equation (8.9), the following alternative form of Equation (8.10) can be found for the case of an enclosed fixed boundary with uniform surface pressure:

\[
D\delta W_p^{\text{ext}}(\phi, \delta \mathbf{v})[u] = \int_{A_\xi} p \mathbf{x} \cdot \left[ \left( \frac{\partial \mathbf{u}}{\partial \xi} \times \frac{\partial \mathbf{u}}{\partial \eta} \right) - \left( \frac{\partial \delta \mathbf{v}}{\partial \xi} \times \frac{\partial \mathbf{u}}{\partial \eta} \right) \right] d\xi d\eta. \tag{8.28}
\]

**Solution**

Starting from Equation (8.8), the process is similar to Example 8.2. Consider, for instance, the first term in Equation (8.8) (eqn. continues on next page):

\[
\int_{A_\xi} p \frac{\partial \mathbf{x}}{\partial \xi} \cdot \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) d\xi d\eta = \int_{A_\xi} p \frac{\partial}{\partial \xi} \left[ \mathbf{x} \cdot \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \delta \mathbf{v} \right) \right] d\xi d\eta \\
- \int_{A_\xi} p \mathbf{x} \cdot \left( \frac{\partial \mathbf{u}}{\partial \eta} \times \frac{\partial \delta \mathbf{v}}{\partial \xi} \right) d\xi d\eta
\]
Similarly,
\[
\int_{A_\xi} p \, \frac{\partial x}{\partial \eta} \cdot \left( \frac{\partial u}{\partial \xi} \times \delta v \right) \, d\xi d\eta = \int_{A_\xi} p \, \frac{x}{\partial \xi} \cdot \left( \frac{\partial \delta v}{\partial \eta} \times \frac{\partial u}{\partial \xi} \right) \, d\xi d\eta
\]
\[
- \int_{A_\xi} p \, x \cdot \left( \frac{\partial^2 u}{\partial \xi \partial \eta} \times \delta v \right) \, d\xi d\eta.
\]  
(8.30)

Recalling Equation (8.8), \(D\delta W_{\text{ext}}^p(\phi, \delta v)[u]\) is found by subtracting Equation (8.30) from Equation (8.29) to give
\[
D\delta W_{\text{ext}}^p(\phi, \delta v)[u] = \int_{A_\xi} p \, x \cdot \left[ \left( \frac{\partial \delta v}{\partial \xi} \times \frac{\partial u}{\partial \eta} \right) - \left( \frac{\partial \delta v}{\partial \eta} \times \frac{\partial u}{\partial \xi} \right) \right] \, d\xi d\eta.
\]  
(8.31)

**EXAMPLE 8.5: Textbook Exercise 8.5**

Prove that by assuming a constant pressure interpolation over the integration volume in Equation (8.11), a constant pressure technique equivalent to the mean dilatation method is obtained.

**Solution**

If \(p\) and \(\delta p\) are constant fields in textbook Equation (8.41) over the integration volume, then
\[
\int_V \left[ (J - 1) - \frac{p}{\kappa} \right] \, dV = 0,
\]  
(8.32)

which gives
\[
\frac{p}{\kappa} \int_V \, dV = \int_V (J - 1) \, dV
\]
\[
= \int_V J \, dV - \int_V \, dV.
\]  
(8.33)
Noting that \( \int_V JdV = v \) and that \( \int_V dV = V \) gives
\[
\frac{p}{\kappa} V = v - V \quad \text{or} \quad p = \frac{\kappa}{V}(v - V),
\] (8.34)
which corresponds to the mean dilatation technique expression for the pressure given in textbook Equation (8.12).

**EXAMPLE 8.6: Textbook Exercise 8.6**

A six-field Hu–Washizu type of variational principle with independent volumetric and deviatoric variables is given as
\[
\Pi_{HW}(\phi, \bar{J}, F, p, P', \gamma) = \int_V \hat{\Psi}(C) dV + \int_V U(\bar{J}) dV \\
+ \int_V p(J - \bar{J}) dV + \int_V P' : (\nabla_0\phi - F) dV \\
+ \int_V \gamma P' : F dV - \Pi_{ext}(\phi),
\]
where \( C = F^T F, J = \text{det}(\nabla_0\phi) \), and \( P' \) denotes the deviatoric component of the first Piola–Kirchhoff stress tensor. Find the stationary conditions with respect to each variable. Explain the need to introduce the Lagrange multiplier \( \gamma \). Derive the formulation that results from assuming that all the fields except for the motion are constant over the integration volume.

**Solution**

The linearization with respect to \( \phi \) in the direction \( \delta v \) gives the Principle of Virtual Work in the usual fashion as
\[
D\Pi_{HW}[\delta v] = \int_V P' : \nabla_0\delta v dV + \int_V pD[J][\delta v] dV - D\Pi_{ext}[\delta v] \\
= \int_V P' : \nabla_0\delta v dV + \int_V pJ \text{div} \delta v dV - D\Pi_{ext}[\delta v]. \quad (8.35)
\]
Note, however, that the deviatoric and volumetric components of the internal energy are stated separately (see below Equations (8.40)).

---

Linearization with respect to $P'$ and $p$ now gives

$$D\Pi_{HW}[\delta P'] = \int_V \delta P' : [\nabla_0 \phi - (1 - \gamma) F] dV = 0, \quad (8.36)$$

$$D\Pi_{HW}[\delta p] = \int_V \delta p (J - \bar{J}) dV = 0, \quad (8.37)$$

which establish relationships between $\nabla_0 \phi$ and $F$ and between $J = \det[\nabla_0 \phi]$ and $\bar{J}$. For instance, taking $P'$ and $p$ constant over the integration volume as in textbook Section 8.6.5 gives

$$\bar{J} = \frac{1}{V} \int_V J dV = \frac{v}{V}, \quad (8.38)$$

$$F = (1 - \gamma)^{-1} \frac{1}{V} \int_V \nabla_0 \phi dV = (1 - \gamma)^{-1} \bar{F}. \quad (8.39)$$

The derivative in the direction of $\delta F$ and $\delta \bar{J}$ gives the deviatoric and volumetric constitutive equations as

$$D\Pi_{HW}[\delta F] = \int_V \delta F : \left[ \frac{\partial \hat{\Psi}}{\partial F} - (1 - \gamma) P' \right] dV = 0, \quad (8.40a)$$

$$D\Pi_{HW}[\delta \bar{J}] = \int_V \delta \bar{J} \left( \frac{dv}{d\bar{J}} - p \right) dV = 0. \quad (8.40b)$$

For constant fields over the integration volume these yield

$$P' = (1 - \gamma)^{-1} \frac{\partial \hat{\Psi}}{\partial F} \bigg|_{F=(1-\gamma)^{-1} \bar{F}}, \quad (8.41)$$

$$p = \frac{dv}{d\bar{J}} \bigg|_{\bar{J}=v/V}. \quad (8.42)$$

The final term leads to the condition

$$D\Pi_{HW}[\delta \gamma] = \int_V \delta \gamma P' : F dV = 0, \quad (8.43)$$

which enforces the deviatoric condition on $P'$ (see textbook Equation (8.3)). For constant fields this will lead to

$$P' : F = 0, \quad (8.44)$$
which, combined with the above Equation (8.41) for $P'$, would enable the evaluation of $\gamma$. However, if $\hat{\Psi}$ is defined so that it is homogeneous of order 0, then its derivative is homogeneous of order $-1$ and the above equation for $P'$ becomes

$$
P' = (1 - \gamma)^{-1} \frac{\partial \hat{\Psi}}{\partial F} \bigg|_{F=(1-\gamma)^{-1} \bar{F}} = \frac{\partial \hat{\Psi}}{\partial F} \bigg|_{\bar{F}}. 
$$

(8.45)

In other words, $P'$ is independent of the volumetric component of $F$. For consistency one can set $F$ such that

$$
\det F = \bar{J},
$$

(8.46)

by setting

$$
F = \bar{J}^{1/3} [\det \bar{F}]^{-1/3} \bar{F}.
$$

(8.47)
In this chapter the formulations presented in the previous chapter are finally realized in terms of a solution process based on the finite element method. Examples are given of the calculation of the deformation gradient, stresses, equivalent nodal forces, and tangent matrix components.

**Equation summary**

Spatial elasticity tensor [6.14]

\[ c = J^{-1} \phi_* [C] \]

\[ = \sum_{i,j,k,l = 1}^{3} J^{-1} F_i I F_j J F_k K F_l L C_{IJKL} e_i \otimes e_j \otimes e_k \otimes e_l . \]  
\[(9.1)\]

Compressible neo-Hookean material second Piola–Kirchhoff stress tensor [6.28]

\[ S = \mu (I - C^{-1}) + \lambda (\ln J) C^{-1} . \]  
\[(9.2)\]

Compressible neo-Hookean material Cauchy stress tensor [6.29]

\[ \sigma = \frac{\mu}{J} (b - I) + \frac{\lambda}{J} (\ln J) I . \]  
\[(9.3)\]
Compressible neo-Hookean material elasticity tensor [6.40]
\[
c_{ijkl} = \lambda' \delta_{ij} \delta_{kl} + \mu' (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}),
\]
where the effective coefficients \(\lambda'\) and \(\mu'\) are [6.41]
\[
\lambda' = \frac{\lambda}{J}; \quad \mu' = \frac{\mu - \lambda \ln J}{J}.
\]
Spatial elasticity tensor symmetries [6.42]
\[
c_{ijkl} = c_{klij} = c_{ijkl} = c_{ijlk}.
\]
Surface pressure component of the external virtual work [8.18]
\[
\delta W_{\text{ext}}^p (\phi, \delta v) = \int_a p n \cdot \delta v \, da.
\]
Deformation gradient tensor [9.5]
\[
F = \sum_{a=1}^n x_a \otimes \nabla_0 N_a.
\]
Shape function and material coordinate derivatives [9.6a,b]
\[
\frac{\partial N_a}{\partial X} = \left( \frac{\partial X}{\partial \xi} \right)^T \frac{\partial N_a}{\partial \xi}; \quad \frac{\partial X}{\partial \xi} = \sum_{a=1}^n X_a \otimes \nabla_\xi N_a.
\]
Equivalent nodal force [9.15b]
\[
T_a^{(e)} = \int_{v^{(e)}} \sigma \nabla N_a \, dv = \int_{v^{(e)}} \sigma \frac{\partial N_a}{\partial x} \, dv.
\]
Constitutive component of the tangent stiffness matrix [9.35]
\[
[K_{c,ab}]_{ij}^{(e)} = \int_{v^{(e)}} \sum_{k,l=1}^3 \frac{\partial N_a}{\partial x_k} \ c_{ikjl} \frac{\partial N_b}{\partial x_l} \, dv; \quad i, j = 1, 2, 3.
\]
Initial stress component of the tangent stiffness matrix [9.44b]
\[
K_{\sigma,ab}^{(e)} = \int_{v^{(e)}} (\nabla N_a \cdot \sigma \nabla N_b) I \, dv.
\]
**EXAMPLE 9.1**
A three-noded plane strain linear triangle finite element of unit thickness is deformed as shown in Figure 9.1. The material is defined by a compressible
FIGURE 9.1 Three-node linear triangle

neo-Hookean material with $\lambda = 2$ and $\mu = 3$, see Equation (9.3). This example has the same geometry as textbook Example 9.1.

Calculate the following items:
(a) deformation gradient tensor $F$,
(b) Cauchy–Green tensors $C$ and $b$,
(c) second Piola–Kirchhoff and Cauchy stress tensors, $S$ and $\sigma$ respectively,
(d) vector of internal nodal, $T^a$ forces for each node $a$,
(e) component of the tangent stiffness, $K_{23}$ connecting nodes 2–3.

Solution

(a) The material and spatial coordinates, $X_a$ and $x_a$, $a = 1, 2, 3$ respectively, are listed as

$$X_1 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}; \quad X_2 = \begin{bmatrix} 4 \\ 0 \end{bmatrix}; \quad X_3 = \begin{bmatrix} 0 \\ 3 \end{bmatrix}, \quad (9.13a)$$

$$x_1 = \begin{bmatrix} 2 \\ 3 \end{bmatrix}; \quad x_2 = \begin{bmatrix} 10 \\ 3 \end{bmatrix}; \quad x_3 = \begin{bmatrix} 10 \\ 9 \end{bmatrix}. \quad (9.13b)$$

The relevant shape functions and gradients with respect to the non-dimentional isoparametric coordinates are

$$N_1(\xi_1, \xi_2) = 1 - \xi_1 - \xi_2, \quad (9.14a)$$

$$N_2(\xi_1, \xi_2) = \xi_1, \quad (9.14b)$$

$$N_3(\xi_1, \xi_2) = \xi_2. \quad (9.14c)$$
\[
\begin{bmatrix}
\frac{\partial N_1}{\partial \xi_1} \\
\frac{\partial N_1}{\partial \xi_2}
\end{bmatrix} = \begin{bmatrix} -1 \\ -1 \end{bmatrix}; \quad \begin{bmatrix}
\frac{\partial N_2}{\partial \xi_1} \\
\frac{\partial N_2}{\partial \xi_2}
\end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]
(9.15a)
\[
\begin{bmatrix}
\frac{\partial N_3}{\partial \xi_1} \\
\frac{\partial N_3}{\partial \xi_2}
\end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]
(9.15b)

From Equation (9.9) the gradient of the material coordinates with respect to the nondimensional coordinates is found as
\[
\frac{\partial X}{\partial \xi} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \otimes \begin{bmatrix} -1 \\ -1 \end{bmatrix} + \begin{bmatrix} 4 \\ 0 \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ 3 \end{bmatrix} \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 4 & 0 \\ 0 & 3 \end{bmatrix}.
\]
(9.16)

Similarly, with respect to the spatial coordinates
\[
\frac{\partial x}{\partial \xi} = \begin{bmatrix} 2 \\ 3 \end{bmatrix} \otimes \begin{bmatrix} -1 \\ -1 \end{bmatrix} + \begin{bmatrix} 10 \\ 3 \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} + \begin{bmatrix} 10 \\ 9 \end{bmatrix} \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 8 & 8 \\ 0 & 6 \end{bmatrix}.
\]
(9.17)

Prior to calculating the derivatives of the shape functions with respect to the material and spatial coordinates, the transpose of the inverse of Equations (9.16) and (9.17) are simply
\[
\left( \frac{\partial X}{\partial \xi} \right)^{-T} = \begin{bmatrix} \frac{1}{4} & 0 \\ 0 & \frac{1}{3} \end{bmatrix} ; \quad \left( \frac{\partial x}{\partial \xi} \right)^{-T} = \begin{bmatrix} \frac{1}{8} & 0 \\ -\frac{1}{6} & \frac{1}{6} \end{bmatrix}.
\]
(9.18)

Using Equation (9.9), the gradients of the shape functions with respect to the material and spatial coordinates are now found, for example for node 1, as
\[
\frac{\partial N_1}{\partial X} = \left( \frac{\partial X}{\partial \xi} \right)^{-T} \frac{\partial N_1}{\partial \xi} = \begin{bmatrix} \frac{1}{4} & 0 \\ 0 & \frac{1}{3} \end{bmatrix} \begin{bmatrix} -1 \\ -1 \end{bmatrix} = \begin{bmatrix} -\frac{1}{4} \\ -\frac{1}{3} \end{bmatrix},
\]
(9.19a)
\[
\frac{\partial N_1}{\partial x} = \left( \frac{\partial x}{\partial \xi} \right)^{-T} \frac{\partial N_1}{\partial \xi} = \begin{bmatrix} \frac{1}{8} & 0 \\ -\frac{1}{6} & \frac{1}{6} \end{bmatrix} \begin{bmatrix} -1 \\ -1 \end{bmatrix} = \begin{bmatrix} -\frac{1}{8} \\ 0 \end{bmatrix}.
\]
(9.19b)
The remaining gradients corresponding to Equation (9.19) for nodes 1 and 2 are

\[
\begin{align*}
\frac{\partial N_2}{\partial X} &= \begin{bmatrix} \frac{1}{4} \\ 0 \end{bmatrix}; \quad \frac{\partial N_3}{\partial X} = \begin{bmatrix} 0 \\ \frac{1}{3} \end{bmatrix}, \\
\frac{\partial N_2}{\partial x} &= \begin{bmatrix} \frac{1}{8} \\ -\frac{1}{6} \end{bmatrix}; \quad \frac{\partial N_3}{\partial x} = \begin{bmatrix} 0 \\ \frac{1}{6} \end{bmatrix}.
\end{align*}
\] (9.20a)

The deformation gradient \( F \) can now be found using Equation (9.8) to yield

\[
F = \sum_{a=1}^{n} x_a \otimes \nabla_0 N_a
\] (9.21a)

\[
= \begin{bmatrix} 2 \\ 3 \end{bmatrix} \otimes \begin{bmatrix} -\frac{1}{4} \\ -\frac{1}{3} \end{bmatrix} + \begin{bmatrix} 10 \\ 3 \end{bmatrix} \otimes \begin{bmatrix} \frac{1}{4} \\ 0 \end{bmatrix} + \begin{bmatrix} 10 \\ 9 \end{bmatrix} \otimes \begin{bmatrix} 0 \\ \frac{1}{3} \end{bmatrix}
\]

\[
= \begin{bmatrix} -\frac{1}{2} & -\frac{2}{3} \\ -\frac{3}{4} & -1 \end{bmatrix} + \begin{bmatrix} \frac{5}{2} & 0 \\ \frac{3}{4} & 0 \end{bmatrix} + \begin{bmatrix} 0 & \frac{10}{3} \\ 0 & 3 \end{bmatrix}
\] (9.21b)

\[
= \begin{bmatrix} 2 & \frac{8}{3} \\ 0 & 2 \end{bmatrix}.
\] (9.21c)

(b) The right Cauchy–Green tensor is now easily found using Equation (4.4) as

\[
C = F^T F = \begin{bmatrix} 2 & 0 \\ \frac{8}{3} & 2 \end{bmatrix} \begin{bmatrix} 2 & \frac{8}{3} \\ 0 & 2 \end{bmatrix} = \begin{bmatrix} 4 & \frac{16}{3} \\ \frac{16}{3} & \frac{100}{9} \end{bmatrix},
\] (9.22)

and the left Cauchy–Green tensor, see Equation (4.39), is

\[
b = F F^T = \begin{bmatrix} 2 & \frac{8}{3} \\ 0 & 2 \end{bmatrix} \begin{bmatrix} 2 & 0 \\ \frac{8}{3} & 2 \end{bmatrix} = \begin{bmatrix} \frac{100}{9} & \frac{16}{3} \\ \frac{16}{3} & 4 \end{bmatrix}.
\] (9.23)

(c) Recalling that the Jacobian \( J = \det F = 4 \), \( \lambda = 2 \), and \( \mu = 3 \), the Cauchy stress tensor can be found from Equation (9.3) as

\[
\sigma = \frac{3}{4} \left[ \begin{bmatrix} \frac{100}{9} & -1 \\ \frac{16}{3} & 4 -1 \end{bmatrix} + \frac{2}{4} \ln \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \right] = \begin{bmatrix} 8.2765 & 4 \\ 4 & 2.9431 \end{bmatrix}.
\] (9.24)
Using, Equation (9.2), the second Piola–Kirchhoff stress $S$ is obtained as

$$S = JF^{-1} \sigma F^T = \mu(I - C^{-1}) + \lambda(\ln J)C^{-1}, \quad (9.25)$$

where

$$C^{-1} = F^{-1}F^{-T} = \begin{bmatrix} \frac{5}{36} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{1}{4} \end{bmatrix}. \quad (9.26)$$

A simple substitution of Equation (9.26) in (9.25) yields

$$S = 3 \begin{bmatrix} 1 - \frac{5}{36} & -\frac{1}{3} \\ -\frac{1}{3} & 1 - \frac{1}{4} \end{bmatrix} + 2 \ln 4 \begin{bmatrix} \frac{5}{36} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{1}{4} \end{bmatrix}$$

$$= \begin{bmatrix} 2.8421 & 0.0758 \\ 0.0758 & 2.9431 \end{bmatrix}. \quad (9.27)$$

(d) The equivalent nodal forces can be found using Equations (9.10), (9.24), and (9.19, 9.20). Conveniently for the linear triangular element, the Cauchy stress and shape function derivatives are constant over the element which, for example for node 1, enables the equivalent nodal force $T_1^{(e)}$ at node 1 to be found as

$$T_1^{(e)} = \int_v \sigma \frac{\partial N_1}{\partial x} dv = 24 \left( \sigma \frac{\partial N_1}{\partial x} \right)$$

$$= 24 \begin{bmatrix} 8.2765 & 4 \\ 4 & 2.9431 \end{bmatrix} \begin{bmatrix} -\frac{1}{8} \\ 0 \end{bmatrix} = \begin{bmatrix} -24.8294 \\ -12 \end{bmatrix}, \quad (9.28)$$

where the spatial volume of the element is $24 \times 1$.

In a similar manner, the remaining equivalent nodal forces are calculated as

$$T_2^{(e)} = \begin{bmatrix} 8.8294 \\ 0.2274 \end{bmatrix}; \quad T_3^{(e)} = \begin{bmatrix} 16 \\ 11.7726 \end{bmatrix}. \quad (9.29)$$

Observe that the nodal forces are in equilibrium.
(e) The initial stress component of the tangent stiffness is the easier calculation and is obtained from Equation (9.12) for nodes 2 – 3 as

\[ K_{\sigma,23}^{(e)} = \int_v \left( \frac{\partial N_2}{\partial x} \cdot \sigma \frac{\partial N_3}{\partial x} \right) I \, dv = v^{(e)} \left( \frac{\partial N_2}{\partial x} \cdot \sigma \frac{\partial N_3}{\partial x} \right) I \quad (9.30a) \]

\[ = 24 \left[ \frac{1}{8}, -\frac{1}{6} \right] \left[ \begin{array}{cc} 8.2765 & 4 \\ 4 & 2.9431 \end{array} \right] \left[ \begin{array}{cc} 0 \\ 1 \end{array} \right] , \quad (9.30b) \]

\[ = \left[ \begin{array}{cc} 0.0379 & 0 \\ 0 & 0.0379 \end{array} \right] . \quad (9.30c) \]

The calculation of the (two-dimensional) constitutive component of the tangent stiffness matrix requires a temporary excursion into indicial notation. From Equations (9.11)

\[ [K_{c,23}]_{ij} = \int_{v^{(e)}} \sum_{k,l=1}^{2} \frac{\partial N_2}{\partial x_k} c_{ikjl} \frac{\partial N_3}{\partial x_l} dv; \quad i, j = 1, 2 \quad (9.31a) \]

\[ = v^{(e)} \sum_{k,l=1}^{2} \left( \frac{\partial N_2}{\partial x_k} \frac{\partial N_3}{\partial x_l} c_{ikjl} \right) . \quad (9.31b) \]

After substituting Equation (9.4) into Equation (9.31) it is convenient to consider the \( \lambda' \) and \( \mu' \) contributions within the summation separately to give

\[ \sum_{k,l=1}^{2} \frac{\partial N_2}{\partial x_k} \frac{\partial N_3}{\partial x_l} \lambda' \delta_{ik} \delta_{jl} = \lambda' \frac{\partial N_2}{\partial x_i} \frac{\partial N_3}{\partial x_j} , \quad (9.32) \]

and

\[ \sum_{k,l=1}^{2} \frac{\partial N_2}{\partial x_k} \frac{\partial N_3}{\partial x_l} \mu' \left( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right) \]

\[ = \mu' \left[ \left( \sum_{k,l=1}^{2} \frac{\partial N_2}{\partial x_k} \frac{\partial N_3}{\partial x_l} \right) \delta_{ij} + \frac{\partial N_3}{\partial x_i} \frac{\partial N_2}{\partial x_j} \right] . \quad (9.33) \]
Substituting Equations (9.32) and (9.33) into Equation (9.31) and reverting to direct notation yields

\[ [K_{c,23}] = \left[ \lambda' \frac{\partial N_2}{\partial x} \otimes \frac{\partial N_3}{\partial x} \right] v^{(e)} + \mu' \left[ \left( \frac{\partial N_2}{\partial x} \cdot \frac{\partial N_3}{\partial x} \right) I + \frac{\partial N_3}{\partial x} \otimes \frac{\partial N_2}{\partial x} \right] v^{(e)}. \]  

(9.34)

Substituting numerical data gives

\[ [K_{c,23}] = 24 \left[ \frac{2}{4} \left[ \begin{array}{c} \frac{1}{8} \\ -\frac{1}{6} \end{array} \right] \otimes \left[ \begin{array}{c} 0 \\ \frac{1}{6} \end{array} \right] \right] + 24 \left( \frac{3 - 2 \ln 4}{4} \right) \left[ \left( \left[ \frac{1}{8}, -\frac{1}{6} \right] \left[ \begin{array}{c} 0 \\ \frac{1}{6} \end{array} \right] \right) \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] + \left[ \begin{array}{c} 0 \\ \frac{1}{6} \end{array} \right] \otimes \left[ \begin{array}{c} \frac{1}{8} \\ -\frac{1}{6} \end{array} \right] \right] \]  

(9.35)

\[ = \left[ \begin{array}{cc} -0.0379 & 0.2500 \\ 0.0284 & -0.4091 \end{array} \right]. \]  

(9.36)

EXAMPLE 9.2: Textbook Exercise 9.1

Prove that the equivalent internal nodal forces can be expressed with respect to the initial configuration as

\[ T_{a}^{(e)} = \int_{V^{(e)}} F S \nabla_0 N_a dV \]

and then confirm this equation by recalculating the equivalent nodal forces found in textbook Example 9.3.

Solution

From textbook Equation (9.10) the equivalent nodal force written with respect to the spatial coordinates is

\[ T_{a}^{(e)} = \int_{v^{(e)}} \sigma \nabla N_a dV ; \quad \nabla N_a = \left( \frac{\partial N_a}{\partial x_1}, \frac{\partial N_a}{\partial x_2}, \frac{\partial N_a}{\partial x_3} \right)^T. \]  

(9.37)
Recall that $dv = JdV$ and $\sigma = J^{-1} FSF^T$ and note the components of $F$ illustrated in textbook Example 4.2, page 100 (extended to $3 \times 3$), hence

$$ T_{a}^{(e)} = \int_{V^{(e)}} FSF^T \nabla N_a dV $$

$$ = \int_{V^{(e)}} F\nabla_0 N_a dV. \quad (9.38) $$

From textbook Examples 9.1 the material shape function derivatives deformation gradient $(2 \times 2)$ are

$$ \frac{\partial N_1}{\partial X} = -\frac{1}{12} \begin{bmatrix} 3 \\ 4 \end{bmatrix}; \quad \frac{\partial N_2}{\partial X} = \frac{1}{12} \begin{bmatrix} 3 \\ 0 \end{bmatrix}; \quad \frac{\partial N_3}{\partial X} = \frac{1}{12} \begin{bmatrix} 0 \\ 4 \end{bmatrix}, \quad (9.39a) $$

$$ F = \frac{1}{3} \begin{bmatrix} 6 & 8 \\ 0 & 6 \end{bmatrix}; \quad J = \det F = 4. \quad (9.39b) $$

To calculate the second Piola–Kirchhoff stress tensor $S$, given in Equation (9.2) by

$$ S = \mu(I - C^{-1}) + \lambda(\ln J)C^{-1}, \quad (9.40) $$

requires the determination of the right Cauchy–Green tensor $C$, and its inverse by

$$ C = F^T F = \frac{1}{9} \begin{bmatrix} 36 & 48 & 0 \\ 48 & 100 & 0 \\ 0 & 0 & 9 \end{bmatrix}, \quad (9.41a) $$

$$ C^{-1} = F^{-1} F^{-T} = \frac{1}{36} \begin{bmatrix} 25 & -12 & 0 \\ -12 & 9 & 0 \\ 0 & 0 & 36 \end{bmatrix}, \quad (9.41b) $$

where the two-dimensional $C$ has been extended to allow for plane strain behavior.\(^1\)

For $\mu = 3$ and $\lambda = 2$, the second Piola–Kirchhoff stress tensor is

$$ S \approx \frac{1}{15} \begin{bmatrix} 40 & 0 & 0 \\ 0 & 45 & 0 \\ 0 & 0 & 48 \end{bmatrix}. \quad (9.42) $$

\(^1\) Observe that $E = \frac{1}{2}(C - I)$; hence $E_{33} = 0$. 
For the initial configuration of the triangle shown in textbook Example 9.1, the volume is $6t$ where $t$ is the thickness. Considering node 1, the equivalent nodal force is calculated to be

$$T_1^{(e)} = \int_{V^{(e)}} FS \nabla_0 N_1 \, dV = FS \nabla_0 N_1 \, V^{(e)},$$

(9.43)

which, considering only in-plane components of $S$, yields

$$T_1^{(e)} = -\left( \frac{1}{540} \right) \begin{bmatrix} 6 & 8 & 40 & 0 & 3 \end{bmatrix} \begin{bmatrix} 6t \\ 4t \\ 04 \end{bmatrix} = -\begin{bmatrix} 24t \\ 12t \end{bmatrix}. \quad (9.44)$$

Similarly,

$$T_2^{(e)} = \begin{bmatrix} 8t \\ 0t \end{bmatrix}; \quad T_3^{(e)} = \begin{bmatrix} 16t \\ 12t \end{bmatrix}. \quad (9.45)$$

**EXAMPLE 9.3: Textbook Exercise 9.2**

Prove that the initial stress matrix can be expressed with respect to the initial configuration as

$$K_{\sigma,ab}^{(e)} = \int_{V^{(e)}} (\nabla_0 N_a \cdot S \nabla_0 N_b) I \, dV$$

and then confirm this equation by recalculating the initial stress matrix $K_{\sigma,12}$ found in textbook Example 9.5.

**Solution**

From textbook Equation (9.12) the components of initial stress matrix with respect to the spatial configuration are

$$K_{\sigma,ab}^{(e)} = \int_{V^{(e)}} (\nabla N_a \cdot \sigma \nabla N_b) I \, dv. \quad (9.46)$$
Recall that \( dv = JdV \) and \( \sigma = J^{-1} F S F^T \). When substituted in the above equation, these give

\[
K^{(e)}_{\sigma,ab} = \int_{V^{(e)}} (\nabla N_a \cdot (F S F^T) \nabla N_b) I \, dV
\]

\[
= \int_{V^{(e)}} ((F^T \nabla N_a) \cdot S (F^T \nabla N_b)) I \, dV
\]

\[
= \int_{V^{(e)}} (\nabla_0 N_a \cdot S \nabla_0 N_b) I \, dV. \tag{9.47}
\]

For the particular case of the 1, 2 component,

\[
K^{(e)}_{\sigma,12} = \int_{V^{(e)}} (\nabla_0 N_1 \cdot S \nabla_0 N_2) I \, dV
\]

\[
= (\nabla_0 N_1 \cdot S \nabla_0 N_2) I 6t
\]

\[
= -\frac{1}{12} \begin{bmatrix} 3 & 4 \end{bmatrix} \begin{bmatrix} 40 & 0 \\ 0 & 45 \end{bmatrix} \begin{bmatrix} 1/12 & 3 \\ 0 & 0 \end{bmatrix} I 6t
\]

\[
= \begin{bmatrix} -1t & 0 \\ 0 & -1t \end{bmatrix}. \tag{9.48}
\]

**EXAMPLE 9.4: Textbook Exercise 9.3**

Show that the constitutive component of the tangent matrix can be expressed at the initial configuration by

\[
\left[ K^{(e)}_{c,ab} \right]_{ij} = \sum_{I,J,K,L=1}^{3} \int_{V^{(e)}} F_{iI} \frac{\partial N_a}{\partial x_k} c_{IJKL} \frac{\partial N_b}{\partial x_L} F_{jL} dV.
\]

**Solution**

To conform to programming practice, this example will be re-couched to take advantage of the symmetries enshrined in the constitutive tensors. From Equation (9.11) the constitutive component of the tangent matrix relating node \( a \) to node \( b \) in element \( (e) \) in the spatial configuration becomes

\[
\left[ K^{(e)}_{c,ab} \right]_{ij} = \int_{V^{(e)}} \frac{\partial N_a}{\partial x_k} c_{ikjl} \frac{\partial N_b}{\partial x_l} dv, \tag{9.49}
\]
where $i, j = 1, 2, 3$ and the symmetries in the spatial constitutive tensor $c$ given by Equation (9.6) have been employed. From Equation (9.1) the spatial constitutive tensor $c_{ijkl}$ is related to the corresponding Lagrangian form $C_{IJKL}$ as
\[
c_{ijkl} = J^{-1} \phi_* [C_{IJKL}] = J^{-1} F_{iI} F_{jJ} F_{kK} F_{lL} C_{IJKL}.
\] (9.50)

Substituting Equation (9.50) into (9.49) and noting that $dv = JdV$ yields
\[
\left[ K_{c,ab}^{(e)} \right]_{ij} = \int_{V^{(e)}} \frac{\partial N_a}{\partial x_k} F_{iI} F_{jJ} F_{kK} F_{lL} C_{IJKL} \frac{\partial N_b}{\partial x_l} dV,
\]
\[
= \int_{V^{(e)}} F_{iI} \frac{\partial N_a}{\partial X_k} C_{IJKL} \frac{\partial N_b}{\partial X_l} F_{jJ} dV.
\] (9.51)

**EXAMPLE 9.5: Textbook Exercise 9.4**

With the help of Example 8.2, derive a two-dimensional equation for the external pressure component of the tangent matrix $K_p$ for a line element along an enclosed boundary of a two-dimensional body under uniform pressure $p$.

**Solution**

Recall from Equation (9.52) the virtual work expression relating to the traction force $p n$ due to the uniform internal pressure $p$, see Figure 9.2, is
\[
\delta W_{ext}^p (\phi, \delta v) = \int_a p n \cdot \delta v \, da.
\] (9.52)
where \( \mathbf{n} = (n_1, n_2)^T \) and \( \delta \mathbf{v} = (\delta v_1, \delta v_2)^T \). Adopting a similar approach to that given in textbook Section 8.5.2, consider the boundary to be an isoparametric line element. For the two-dimensional situation with unit thickness, \( da \) becomes \( dl \) where \( dl \) is an elemental length on the parameterized boundary \( \partial v \) (see Equation (8.5) and Figure 8.1); consequently

\[
\mathbf{n} = \left| \frac{\partial \mathbf{x}}{\partial \xi} \times \mathbf{e}_3 \right|, \quad dl = \left| \frac{\partial \mathbf{x}}{\partial \xi} \times \mathbf{e}_3 \right| d\xi, \quad (9.53)
\]

where \( \frac{\partial \mathbf{x}}{\partial \xi} \) is the local tangent vector and \( \mathbf{e}_3 \) the unit base vector outward normal to the plane. The virtual work expression can now be written as

\[
\delta W_{\text{ext}}^p(\phi, \delta \mathbf{v}) = \int_{\partial v_\xi} p \delta \mathbf{v} \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \mathbf{e}_3 \right) d\xi. \quad (9.54)
\]

Linearization of the above expression yields

\[
D\delta W_{\text{ext}}^p(\phi, \delta \mathbf{v})[\mathbf{u}] = D \left( \int_{\partial v_\xi} p \delta \mathbf{v} \cdot \left( \frac{\partial \mathbf{x}}{\partial \xi} \times \mathbf{e}_3 \right) d\xi \right) [\mathbf{u}]
= \int_{\partial v_\xi} p \delta \mathbf{v} \cdot \left( \frac{\partial \mathbf{u}}{\partial \xi} \times \mathbf{e}_3 \right) d\xi
= - \int_{\partial v_\xi} p \delta \mathbf{v} \cdot \left( \mathbf{e}_3 \times \frac{\partial \mathbf{u}}{\partial \xi} \right) d\xi
= \int_{\partial v_\xi} p \mathbf{e}_3 \cdot \left( \delta \mathbf{v} \times \frac{\partial \mathbf{u}}{\partial \xi} \right) d\xi, \quad (9.55)
\]

where cyclic permutation has been applied. Observe that the last expression in the above equation is, in general, nonsymmetric as the exchange of \( \delta \mathbf{v} \) and \( \mathbf{u} \) does not result in the same outcome. The term \( D\delta W_{\text{ext}}^p(\phi, \delta \mathbf{v})[\mathbf{u}] \) gives the change in the virtual work due to a change in the spatial configuration given by \( \mathbf{u} \) with the pressure being constant. After discretization this linearization gives the change in the equilibrating forces under the same conditions.

In order to incorporate the requirement that the boundary is enclosed, observe that

\[
\int_{\partial v_\xi} \frac{\partial}{\partial \xi} (\delta \mathbf{v} \times \mathbf{u}) d\xi = 0. \quad (9.56)
\]
Applying the scalar product of $p e_3$ (which is not a function of $\xi$) to the above expression and using the chain rule gives

$$\int_{\partial v_e} p e_3 \cdot \frac{\partial}{\partial \xi} (\delta \mathbf{v} \times \mathbf{u}) d\xi = \int_{\partial v_e} p e_3 \cdot \left( \frac{\partial \delta \mathbf{v}}{\partial \xi} \times \mathbf{u} \right) d\xi$$

$$+ \int_{\partial v_e} p e_3 \cdot \left( \delta \mathbf{v} \times \frac{\partial \mathbf{u}}{\partial \xi} \right) d\xi$$

$$= 0. \quad (9.57)$$

Hence the linearization given in Equation (9.55) can be rewritten as

$$\int_{\partial v_e} p e_3 \cdot \left( \delta \mathbf{v} \times \frac{\partial \mathbf{u}}{\partial \xi} \right) d\xi = -\int_{\partial v_e} p e_3 \cdot \left( \frac{\partial \delta \mathbf{v}}{\partial \xi} \times \mathbf{u} \right) d\xi. \quad (9.58)$$

A symmetric expression for the linearization can now be developed by adding half of the left side of Equation (9.58) to half of the right side of Equation (9.58) to give

$$D \delta W^p_{\text{ext}}(\phi, \delta \mathbf{v})[\mathbf{u}] = \frac{1}{2} \left( \int_{\partial v_e} p e_3 \cdot \left( \delta \mathbf{v} \times \frac{\partial \mathbf{u}}{\partial \xi} \right) d\xi \right)$$

$$- \frac{1}{2} \left( \int_{\partial v_e} p e_3 \cdot \left( \frac{\partial \delta \mathbf{v}}{\partial \xi} \times \mathbf{u} \right) d\xi \right)$$

$$= \frac{1}{2} \left( \int_{\partial v_e} p e_3 \cdot \left( \delta \mathbf{v} \times \frac{\partial \mathbf{u}}{\partial \xi} \right) d\xi \right)$$

$$+ \frac{1}{2} \left( \int_{\partial v_e} p e_3 \cdot \left( \mathbf{u} \times \frac{\partial \delta \mathbf{v}}{\partial \xi} \right) d\xi \right). \quad (9.59)$$

Observe that in the above expression the interchange of $\delta \mathbf{v}$ and $\mathbf{u}$ in the second equation leaves the expression unchanged, indicating that discretization will yield a symmetric stiffness matrix. Written explicitly, the virtual work
term is
\[
D\delta W_{ext}^p(\phi, \delta v)[u] = \frac{1}{2} \int_{\partial v} p \left( \delta v_1 \frac{\partial u_2}{\partial \xi} - \delta v_2 \frac{\partial u_1}{\partial \xi} \right) d\xi
\]
\[+ \frac{1}{2} \int_{\partial v} p \left( u_1 \frac{\partial \delta v_2}{\partial \xi} - u_2 \frac{\partial \delta v_1}{\partial \xi} \right) d\xi.
\]
(9.60)

Applying spatial discretization yields
\[
D\delta W_{ext}^p(\phi N_a \delta v_a)[N_b u_b]
\]
\[= \frac{1}{2} \int_{\partial v} p \left( \delta v_a^a N_a \frac{\partial N_b}{\partial \xi} u_2^b - \delta v_a^b N_a \frac{\partial N_b}{\partial \xi} u_1^b \right) d\xi
\]
\[+ \frac{1}{2} \int_{\partial v} p \left( \delta v_a^a N_a \frac{\partial N_b}{\partial \xi} u_1^b - \delta v_a^b N_a \frac{\partial N_b}{\partial \xi} u_2^b \right) d\xi
\]
\[= [\delta v_1^a, \delta v_2^a][K_{p,ab}]_{ij} \left[ \begin{array}{c} u_1^b \\ u_2^b \end{array} \right],
\]
(9.61)

where
\[
[K_{p,ab}]_{ij} = \begin{bmatrix}
0 & \frac{1}{2} \left( N_a \frac{\partial N_b}{\partial \xi} - N_b \frac{\partial N_a}{\partial \xi} \right) \\
\frac{1}{2} \left( N_b \frac{\partial N_a}{\partial \xi} - N_a \frac{\partial N_b}{\partial \xi} \right) & 0
\end{bmatrix}.
\]
(9.62)

Interchanging nodes \(a\) and \(b\) reveals that
\[
[K_{p,ab}]_{ij} = [K_{p,ba}]_{ij}^T.
\]
(9.63)

EXAMPLE 9.6: Textbook Exercise 9.5

Recalling the line search method discussed in textbook Section 9.6.2, show that minimizing \(\Pi(\eta) = \Pi(x_k + \eta u)\) with respect to \(\eta\) gives the orthogonality condition
\[
R(\eta) = u^T R(x_k + \eta u) = 0.
\]
Solution

Define a total potential energy function $\Pi$ in terms of a single parameter $\eta$ as follows:

$$\Pi(\eta) = \Pi(x_k + \eta u).$$  \hspace{1cm} (9.64)

In order to obtain the minimum of the function $\Pi(\eta)$ at iterative position $x_k$ in the given direction $u$ (the current iterative change in $x$), it must satisfy

$$\frac{d\Pi}{d\eta} = 0.$$ \hspace{1cm} (9.65)

Applying the chain rule yields

$$\frac{d\Pi}{d\eta} = \left( \frac{\partial \Pi}{\partial x} \bigg|_{x_k + \eta u} \right)^T \frac{dx}{d\eta}; \quad x = x_k + \eta u$$

$$= \left. \frac{\partial \Pi}{\partial x} \right|_{x_k + \eta u} \cdot u$$

$$= 0.$$ \hspace{1cm} (9.66)

Recalling the discussion in textbook Section 8.6.1, observe that the partial derivative in the above equation is equivalent to $D\Pi(x)[x_k + \eta u]$ which equals the residual force $R(x_k + \eta u)$. Consequently, minimizing $\Pi(\eta)$ gives

$$R(\eta) = u^T R(x_k + \eta u) = 0.$$ \hspace{1cm} (9.67)